An emergent constraint on Transient Climate Response from simulated historical warming in CMIP6 models
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Abstract. The transient climate response (TCR) is the metric of temperature sensitivity that is most relevant to warming in the next few decades, and contributes the biggest uncertainty to estimates of the carbon budgets consistent with the Paris targets (Arora et al., 2019). In the IPCC 5th Assessment Report (AR5), the stated ‘likely’ range of TCR was given as 1.0 to 2.5 K, with a central estimate which was broadly consistent with the ensemble mean of the CMIP5 Earth System Models (ESMs) available at the time (1.8 ± 0.4 K). Many of the latest CMIP6 ESMs have larger climate sensitivities, with 6 of 23 models having TCR values above 2.5 K, and an ensemble mean TCR of 2.1 ± 0.4 K. On the face of it, these latest ESM results suggest that the IPCC likely range of TCR may need revising upwards, which would cast further doubt on the feasibility of the Paris targets. Here we show that rather than increasing the uncertainty in climate sensitivity, the CMIP6 models help to further constrain the likely range of TCR to 1.5-2.2 K, with a central estimate of 1.82 K. We reach this conclusion through an emergent constraint approach which relates the value of TCR to the global warming from 1970 onwards. We confirm a consistent emergent constraint on TCR when we apply the same method to CMIP5 models (Jiménez-de-la Cuesta and Mauritsen, 2019). Our emergent constraint on TCR benefits from both the large range of TCR values across the CMIP6 models, and also from the extension of the historical simulations into a period when the uncertain changes in aerosol forcing have had a far less significant impact on the trend in global warming.

1 Introduction

The key uncertainty in projections of future climate change continues to be the sensitivity of global mean temperature to perturbations of the Earth’s energy budget, normally termed ‘radiative forcing’. This sensitivity is usually characterised in terms of the global mean temperature that would occur if the atmospheric carbon dioxide concentration was doubled, for which the radiative forcing is reasonably well-known.

Two related parameters are used to characterise the climate sensitivity of Earth System Models (ESMs). Equilibrium Climate Sensitivity (ECS) is an estimate of the eventual steady-state global warming at double CO₂. Transient Climate Response (TCR) is the mean global warming predicted to occur around the time of doubling CO₂ in ESM runs for which atmospheric CO₂ concentration is prescribed to increase at 1% per year. Across an ensemble of ESMs, TCR values are typically around half of ECS values because of ocean heat uptake, which leads to a lag in the response of global temperature to the increasing CO₂ concentration.
Despite significant advances in climate science, both ECS and TCR remain uncertain. The ‘likely’ range of ECS (66% confidence limit) has been quoted as 1.5 K to 4.5 K in all of the five Assessment Reports (ARs) of the Intergovernmental Panel on Climate Change (IPCC) starting in 1990, aside from the AR4 which moved the likely lower range temporarily to 2 K. Similarly the likely range of TCR is given as 1 K to 2.5 K in the IPCC AR5, based on multiple lines of evidence.

There have been numerous attempts to constrain ECS using the record of historical warming or palaeoclimate data (Knutti et al., 2017), and more recently using emergent constraints which relate observed climate trends or variations to ECS using an ensemble of models (Caldwell et al., 2018; Cox et al., 2018a). However, debate still rages about the likely range of ECS (Brown et al., 2018; Po-Chedley et al., 2018; Rypdal et al., 2018; Cox et al., 2018b), in part because observed global warming is a rather indirect measure of global warming at equilibrium. On the other hand, TCR is more closely related to the rate of warming, and therefore ought to be more amenable to constraint by the record of global warming (Jiménez-de-la Cuesta and Mauritsen, 2019). Nevertheless, the accepted likely range of TCR has also resisted change (Knutti et al., 2017), for reasons we will discuss in this paper. At the time of the AR5, the CMIP5 ESMs produced central estimates (mean ± stdev) of ECS (3.2 ± 0.7 K) and TCR (1.8 ± 0.4 K), that were consistent with these IPCC likely ranges. However, there has been a general drift upwards towards higher climate sensitivities in the new CMIP6 ESMs, such that almost half of the new CMIP6 models now have ECS values over 4.5 K (Forster et al., 2019), and more than a quarter have TCR values over 2.5 K (Table 1). If the real climate system is similarly sensitive, the Paris climate targets will be much harder to achieve.

Therefore some key policy-relevant questions arise:

(a) Are such high climate sensitivities consistent with the observational record?

(b) If so, do the CMIP6 models demand an upward revision to the IPCC likely ranges for climate sensitivity?

We address these questions in this paper by evaluating the historical simulations of global warming from the CMIP6 models. In particular, we explore an emergent constraint on TCR based on global warming from 1970 onwards (Jiménez-de-la Cuesta and Mauritsen, 2019), but using the CMIP6 models and observational data up to 2018.

Emergent constraints are increasingly used to assess future change by exploiting statistical relationships in multimodel ensembles between an observable and a variable describing future climate (Cox et al., 2018a; Hall et al., 2019). In the work presented here, we use the latest CMIP6 multimodel ensemble to define an emergent relationship between historical warming (the observable) and TCR (the variable describing future climate). In line with published recommendations (Hall et al., 2019; Klein and Hall, 2015), we check the robustness of the resulting emergent constraint against the CMIP5 ensemble, using exactly the same methodology as for CMIP6. We also follow the suggestion of Hall et al. (2019) in striving to base our emergent constraint on sound physical reasoning, as outlined below.

By definition, we expect values of TCR to be very well-correlated with simulated global warming across a model ensemble, if all models are driven by a 1.0% per year increase in CO₂. These are the idealised conditions used to estimate TCR, so only internal variability would deny a perfect correlation between TCR and the modelled rate of global warming in this case. However, historical global warming has not been driven by a 1.0% per year CO₂ increase, but instead by a smaller near-exponential rate of CO₂ increase (0.5% per year since 2000 (Dlugokenchy and Tans, 2019)), augmented by additional positive...
radiative forcing from other well-mixed greenhouse gases (especially methane and nitrous oxide), and partially offset by the cooling effects of anthropogenic aerosols.

The radiative effects of the known increases in greenhouse gas concentrations are relatively well-known (Myhre et al., 2013), and are broadly similar in different ESMs. By contrast, the radiative forcing due to changes in anthropogenic aerosols, especially indirect effects via changes in cloud brightness and lifetime, are poorly constrained (Myhre et al., 2013).

These uncertainties in aerosol forcing have hindered attempts to constrain TCR from the rate of warming, especially during the pre-1980 period when the burning of sulphurous coal led to increases in CO$_2$ and increases in sulphate aerosols, that went up almost together (Andreae et al., 2005). As a result it has been difficult to distinguish, based purely on the observational record of global warming, between a model with high TCR and strong aerosol cooling, and a model with low TCR and weak aerosol cooling.

In order to minimise the effects of uncertainties in aerosol forcing, we need periods in which aerosol radiative forcing changes relatively little compared to the change in radiative forcing due to CO$_2$ and other well-mixed greenhouse gases. Fortunately, this applies to the decade after 1970 when total aerosol load from global SO$_2$ and NH$_3$ emissions were similar to values over the last decade (Stevens et al., 2017). For this reason, we follow Jiménez-de-la Cuesta and Mauritsen (2019) in focusing on global warming since 1970. However, in addition we explore a range of start and finish dates to assess the robustness of our TCR constraint, and to test the hypothesis that the relationship between TCR and warming rate is emerging strongly now because of the declining importance of changes in aerosol forcing.

The remainder of this paper is organised as follows: in Section 2 we describe our methodological choices; Section 3 contains the emergent constraint on TCR and Section 4 contains the discussion and conclusions. More technical details concerning the regression methods are given in the Appendix.

## 2 Method

We use the CMIP6 multimodel ensemble to find an emergent relationship between historical warming and TCR. We use all currently available models that have control (piControl), historical, Shared Socioeconomic Pathway 3-7.0 (ssp370) and one percent CO$_2$ increase per year (1pctCO2) experiments. From the 1pctCO2 experiment TCR is determined as the average temperature difference from the corresponding piControl run between 60 to 80 years after the start of the simulation. Values of TCR are given in table 1. Historical warming (our observable) is found from the historical and ssp370 simulations using the global annual mean surface air temperature (GMSAT) smoothed with a centred running mean. Some of these models have multiple runs starting from different initial conditions, forcing time series or parameter settings. We use all available runs. This results in a set of 95 simulations from 13 different models.

We use smoothed GMSAT to calculate warming. This is to limit the random effect of internal variability on the forced change we wish to constrain. We choose a centred 11-year running mean to remove shorter interannual and mid-term variability from sources such as ENSO, as well as reducing the effect of longer period modes of natural variability. We have tested the robustness
Table 1. List of CMIP6 models used in this study and their equilibrium climate sensitivity (ECS) and transient climate response (TCR). Mean values are reported for models with multiple realisations. ECS and the climate feedback parameter $\lambda$ are computed using the Gregory method (Gregory, 2004). Starred models had full model output available and are the ones included in the emergent constraint. Values for CMIP5 are from (Flato et al., 2013), and model selection the same as in (Nijssse et al., 2019).

<table>
<thead>
<tr>
<th>Centre</th>
<th>Model</th>
<th>$F_{2\text{CO}_2}$ (W m$^{-2}$)</th>
<th>$\lambda$ (W m$^{-2}$ K$^{-1}$)</th>
<th>ECS (K)</th>
<th>TCR (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>*BCC</td>
<td>BCC-CSM2-MR</td>
<td>3.01</td>
<td>0.98</td>
<td>3.07</td>
<td>1.59</td>
</tr>
<tr>
<td>BCC</td>
<td>BCC-ESM1</td>
<td>3.03</td>
<td>0.93</td>
<td>3.35</td>
<td>1.76</td>
</tr>
<tr>
<td>*CAMS</td>
<td>CAMS-CSM1-0</td>
<td>3.39</td>
<td>1.76</td>
<td>2.35</td>
<td>1.75</td>
</tr>
<tr>
<td>*CCCma</td>
<td>CanESM5</td>
<td>3.63</td>
<td>0.64</td>
<td>5.66</td>
<td>2.66</td>
</tr>
<tr>
<td>*CNRM CERFACS</td>
<td>CNRM-CM6-1</td>
<td>3.54</td>
<td>0.72</td>
<td>4.94</td>
<td>2.08</td>
</tr>
<tr>
<td>*CNRM CERFACS</td>
<td>CNRM-ESM2-1</td>
<td>3.09</td>
<td>0.66</td>
<td>4.66</td>
<td>1.92</td>
</tr>
<tr>
<td>E3SM Project</td>
<td>E3SM-1.0</td>
<td>3.23</td>
<td>0.60</td>
<td>5.38</td>
<td>2.99</td>
</tr>
<tr>
<td>*EC Earth Consortium</td>
<td>EC-Earth3-Veg</td>
<td>3.32</td>
<td>0.77</td>
<td>4.34</td>
<td>2.57</td>
</tr>
<tr>
<td>*IPSL</td>
<td>IPSL-CM6A-LR</td>
<td>3.32</td>
<td>0.72</td>
<td>4.63</td>
<td>2.32</td>
</tr>
<tr>
<td>*MIROC</td>
<td>MIROC6</td>
<td>3.75</td>
<td>1.47</td>
<td>2.56</td>
<td>1.52</td>
</tr>
<tr>
<td>*MIROC</td>
<td>MIROC-ES2L</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.55</td>
</tr>
<tr>
<td>MOHC</td>
<td>HadGEM3-GC31-LL</td>
<td>3.39</td>
<td>0.62</td>
<td>5.52</td>
<td>2.52</td>
</tr>
<tr>
<td>*MOHC</td>
<td>UKESM1-0-LL</td>
<td>3.56</td>
<td>0.66</td>
<td>5.41</td>
<td>2.72</td>
</tr>
<tr>
<td>*MRI</td>
<td>MRI-ESM2-0</td>
<td>3.36</td>
<td>1.07</td>
<td>3.14</td>
<td>1.56</td>
</tr>
<tr>
<td>NASA GISS</td>
<td>GISS-E2-1-G</td>
<td>3.89</td>
<td>1.44</td>
<td>2.70</td>
<td>1.72</td>
</tr>
<tr>
<td>NASA GISS</td>
<td>GISS-E2-1-H</td>
<td>3.54</td>
<td>1.17</td>
<td>3.09</td>
<td>1.89</td>
</tr>
<tr>
<td>*NCAR</td>
<td>CESM2</td>
<td>3.12</td>
<td>0.63</td>
<td>5.17</td>
<td>2.08</td>
</tr>
<tr>
<td>*NCAR</td>
<td>CESM2-WACCM</td>
<td>3.08</td>
<td>0.69</td>
<td>4.90</td>
<td>1.92</td>
</tr>
<tr>
<td>NCC</td>
<td>NorESM2-LM</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.46</td>
</tr>
<tr>
<td>NOAA GFDL</td>
<td>GFDL-CM4</td>
<td>2.90</td>
<td>0.71</td>
<td>4.09</td>
<td>1.97</td>
</tr>
<tr>
<td>NUIST</td>
<td>NESM3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2.73</td>
</tr>
<tr>
<td>SNU</td>
<td>SAM0-UNICON</td>
<td>3.85</td>
<td>1.06</td>
<td>3.67</td>
<td>2.18</td>
</tr>
<tr>
<td>UA</td>
<td>MCM-UA-1.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.94</td>
</tr>
</tbody>
</table>

CMIP6 mean: 3.40 (3.42*) 0.90 (*0.89) 4.16 (*4.24) 2.06 (*2.01)
CMIP6 standard deviation: 0.32 (0.35*) 0.33 (*0.35) 1.09 (*1.11) 0.44 (*0.42)
CMIP5 mean: 3.44 1.19 3.04 1.83
CMIP5 standard deviation: 0.46 0.31 0.72 0.38
of our constraint on TCR to the length of the running mean. It remains relatively invariant past a length of 5 years suggesting most of the internal variability in GMSAT resides in shorter periods.

Warming $\Delta T$ is calculated as the difference in smoothed GMSAT between two periods, typically the years 1970-1980 and 2008-2018. We have chosen the end year to be 2018 to maximise the chances of discrimination between high and low sensitivity models i.e. as the forcing from CO$_2$ increases with time, the warming in more sensitive models is more likely diverge from less sensitive ones resulting in stronger statistical relationships between TCR and $\Delta T$. Although we use 2018 as the end year of annual GMSAT, we report the central year of the smoothed timeseries in the following figures i.e. the central year of annual GMSAT smoothed with a centred running mean of 11 years would be shown as 2013.

Other reasons for choosing 2018 include being able to use the most recent observational data and to eliminate possible effects from the warming slowdown between 2000-2012. This slowdown has been attributed to a combination of internal variability and decreased forcing, amongst other things (Medhaug et al., 2017). We have investigated whether this reduced forcing makes a difference to our emergent constraint by extending the historical CMIP6 simulations from 2014 to 2018 using the SSP scenario simulations. The different SSP scenarios have very similar greenhouse gas emissions for the 2015-2019 period, and the choice of SSP does not significantly alter our findings. We use SSP3-7.0 as this SSP has the largest number of model simulations at the time of writing. Choosing either 2014 or 2018 does not significantly affect our results.

We have chosen the starting period to be 1970-1980 when aerosols forcing was similar to today’s values. This choice also minimised the uncertainty in our estimate of TCR. As a function of start period, uncertainty is relatively flat and minimal between periods with central years of 1975 and 1985.

Once choices of length of running mean and start and end years for calculation of $\Delta T$ are fixed (our observable), we can fit an emergent relationship between the observable and our values of TCR via linear regression. Linear regression is performed using a hierarchical Bayesian model which can take into account all the different simulations per model: models with more simulations have a better-constrained post-aerosol warming. The regression method is further described in Appendix A.

### 3 Results

Figure 1a shows the $\Delta T$ over the period 1880 to 2018 simulated by 13 different CMIP6 models running a total of 95 simulations smoothed with a 11-year running mean relative to the mean of the reference period 1880-1910. Model runs have been colour coded by their TCR, darker red indicating models with higher TCR, darker blue indicating lower TCR. Black lines are various observational datasets of the same period. Models with higher TCR either show large $\Delta T$ at the end of the period, or portray a strong aerosol cooling over the 20th century, particularly visible as a dip around 1970 (notably CNRM-ESM1, UKESM1-0-LL and EC-Earth-Veg). The major uncertainty for historical radiative forcing comes from aerosols (Bellouin et al., 2019). Figure 1b shows the same information for the end of the historical period although the reference period is now chosen to be 1970-1980, close to the dip. The positive correlation intuitively expected between TCR and $\Delta T$ is more clearly seen.

The $\Delta T$ for each model simulation in Fig. 1b is used in our emergent constraint on TCR in Fig. 2a. Observational warming (black vertical dashed line) is the mean of HadCRUT4 (Morice et al., 2012), Berkeley Earth (Rohde et al., 2013), GISSTEMP4
Figure 1. Global mean surface temperature of 13 individual CMIP6 models named in Table 1. An 11-year running mean was used. (a) $\Delta T$ using the mean GMSAT between 1880-1910 as reference period. (b) $\Delta T$ relative to the 1970-1980 mean. To avoid overrepresenting a single model, a maximum of ten realisations per model are plotted.

(Lenssen et al., 2019) and NOAA v5 (Zhang et al., 2019). The confidence interval (grey shaded vertical area) is a combination of the observational uncertainty and the internal variability. The models from the previous CMIP5 generation generally fall within the prediction interval of the CMIP6 emergent constraint: the emergent constraint is robust across generations (Klein and Hall, 2015). The best estimate (1.82 K) from this emergent constraint is very similar to the best estimate using the larger set of models that have historical simulations up to 2014, but no future scenarios (1.77 K, [1.31 - 2.22 K, likely range]). The set of CMIP6 models used in our emergent constraint are listed in table 1 along with their TCR and ECS values, the latter being determined from Gregory plots (Gregory, 2004) on the first 150 year of the abrupt-4xCO2 simulations.

Figure 2b shows the probability density functions (pdf) of TCR derived from the emergent constraint for both CMIP6 and the earlier CMIP5 model ensembles. For comparison, the raw model range in each CMIP is plotted as a histogram, as well as the reported IPCC AR5 range. The IPCC pdf is not specified, here we take it as a normal distribution. Both CMIP5 and CMIP6 pdfs are very similar (central estimates differ by 0.05 K) even though raw model means in CMIP6 and CMIP5 differ by 0.23 K. As a continuation of the historical CMIP5 simulation, RCP4.5 is chosen.

### 3.1 Robustness to parameter choices

We have assessed how robust our estimate of TCR is to the various choices of parameters:

#### 3.1.1 End year

Estimates of TCR depend on the final year chosen for the emergent constraint. However, uncertainty in the estimate of TCR reduces as time increases and the central estimate converges as shown in Figure 3a. Later end years are intuitively preferred (i.e. 2018) as the increased CO$_2$ forcing with time leads to more separation in models warming predictions over their internal variability. This increases correlation of warming with TCR and reduces uncertainty in the best estimate. We believe this might also be due to the reducing relative effect of aerosol forcing compared to forcing from CO$_2$ at later years.
Figure 2. (a) Emergent constraint on TCR against historical warming $\Delta T$. $\Delta T$ is calculated from the difference between 1970-1980 and 2008-2018 of a timeseries of GMSAT smoothed with a centred 11 year running mean, denoted by their central year on axis label. Linear regression is performed with all CMIP6 simulations. Shaded areas indicate a 66% confidence interval (see Appendix A). The vertical dotted line is the mean value of the observations and the horizontal dotted line is the implied central estimate of the TCR. (b) Comparison of probability distributions for the transient climate response using post-1970 warming using CMIP5 and CMIP6 simulations. The probability distribution in the fifth IPCC assessment is not fully specified, and the figure shows a normal distribution with the same likely range as IPCC.

3.1.2 Length of running mean

To mitigate the effect of internal variability, we use a running mean of GMSAT. Figure 3b shows the likely range of TCR as a function of the length of the running mean. Since we use all available simulations including multiple realisations of the same model in our emergent constraint, the effect of internal variability is already reduced and the length of the running mean on the estimate of TCR is small - the central estimate and the likely range remain relatively invariant past a length of 5 years.

3.1.3 Start year

Figure 3c shows the effect of the start year on the emergent constraint. Uncertainty in the estimated value of TCR is minimal and relatively flat between start years of 1975 and 1985. Uncertainty from start years of 1985 onwards increases although slowly until the estimate and the uncertainty revert towards the raw CMIP6 ensemble statistics (no predictive power) at later years.

3.1.4 Regression method

When only one realisation per model is used for ordinary least square regression, regression dilution takes place in which the slope is underestimated (Cox et al., 2018b). This leads to a slight overestimation of TCR (Figure 3d), as the observed warming is on the lower end of model warming. Jiménez-de-la Cuesta and Mauritsen (2019) used the average warming for models with multiple simulations. As not all models provide (a sufficient amount) of simulations, they state that this leads to a minor inflation of the estimation of uncertainty. Although we use a hierarchical Bayesian model as the default (details in Appendix A)
**Figure 3.** Robustness of the result to various parameter choices and the choice of regression method. Unless stated differently, start year is 1975, all years up to 2018 are used, and the length of the running mean is 11 years. (a) Likely TCR range as a function of the end year (dotted line central estimate). (b) Likely TCR range as a function of length of running mean. (c) Likely TCR range as a function of start year. (d) Pdf of TCR from different regression methods: the hierarchical Bayesian model is compared to three other linear regression methods used in the emergent constraint literature: ordinary least squares (OLS) with only one realisation per model, OLS on the mean warming per model and orthogonal distance regression (ODR). (e) Resulting pdfs on TCR from stricter model selection (one model per modelling centre) compared to the all models and the IPCC AR5 range using the hierarchical Bayesian model.

we have investigated two other regression methods used in the emergent constraint literature: ordinary least squares (OLS) with only one realisation per model, OLS on the mean warming per model and orthogonal distance regression (ODR). (e) Resulting pdfs on TCR from stricter model selection (one model per modelling centre) compared to the all models and the IPCC AR5 range using the hierarchical Bayesian model.

### 3.1.5 Model selection

It has been noted that model selection can prevent double counting of very similar models (Sanderson et al., 2015; Cox et al., 2018a). As models from the same centre can have very dissimilar climate sensitivities (Chen et al., 2014; Jiménez-de-la Cuesta and Mauritsen, 2019) and sensitivity can change drastically with only small adjustments to parameters (Zhao et al., 2016), we use all available models in the CMIP5 and CMIP6 ensemble. Figure 3e shows that this choice does not significantly change the best estimate of the transient response, but using all models gives a stronger constraint.

### 4 Discussion and Conclusion

An immediate question that may come to mind after constraining TCR, is whether the same information can be used to constrain ECS. There is an approximately linear relationship between ECS and TCR across the CMIP6 ensemble, but this shows significant scatter due to variation in ocean heat uptake across the ensemble (see Figure 4). As a result, although our central estimate of TCR corresponds to ECS values slightly over 3K, some models with ECS > 4.5 K also fall within the
likely bounds of our TCR constraint. We find no good evidence to support a particular non-linear relationship between ECS and TCR (Rugenstein et al., 2019), and therefore little evidence of a direct emergent constraint on ECS from recent warming alone (Jiménez-de-la Cuesta and Mauritsen, 2019). In the future, we hope that our TCR constraint will become the basis for constraints also on ECS and TCRE (Transient Climate Response to Emissions), but this will require the inclusion of additional constraints on ocean heat uptake, and land and ocean carbon uptake, respectively.

However, we are now in a position to answer the questions that we posed in Section 1, at least with regard to TCR:

(a) Are such high climate sensitivities consistent with the observational record?

No, models with high TCR (>2.5 K) are not consistent with observed global warming since 1970, as demonstrated in Figure 1b.

(b) If so, do the CMIP6 models demand an upward revision to the IPCC likely ranges for climate sensitivity?

Our associated emergent constraint on TCR (Figure 2) does not warrant a revision upwards of the IPCC likely range for TCR, despite the larger TCR values in the CMIP6 ensemble.

Instead, the CMIP6 models help to constrain the likely TCR range, without significantly changing the central estimate. Our best estimate for TCR from the CMIP6 models is 1.82K, which remains close to the centre of the likely range (1-2.5K) given in the IPCC AR5 (IPCC, 2013). The emergent constraint on TCR from the CMIP6 models is however strong enough to indicate a much tighter likely range of TCR (1.5-2.2K).

We find a consistent emergent constraint from the CMIP5 models against observed global warming from 1970 to 2018 (1.31-2.22 K). Furthermore, both of these likely ranges overlap strongly with the emergent constraint on TCR derived by (Jiménez-de-la Cuesta and Mauritsen, 2019) using a similar method, but only considering global warming from 1970 to 2005 (1.17-2.16 K). In terms of the classification proposed by Hall et al. (2019), we therefore now have a confirmed emergent constraint on TCR, implying an approximate likely range of 1.5 to 2.2K.

Code availability. The code to analyse the data and produce the figures is available upon request to the corresponding author.

Data availability. CMIP5 and CMIP6 data can be accessed through ESGF nodes.

Appendix A: Hierarchical linear regression

To systematically include the information from all model realisations, we use a hierarchical Bayesian model (Sansom, 2014). This model includes two layers: the normal linear regression and a layer that computes the expected warming per model from all its initial value realisations. To include the initial value ensemble, we assume that each model \( i \) has a "true" or "best" value for warming over the last decades denoted by \( \Delta T_r \). We further assume that every realisation \( j \) of a model gives a value of
The probability density function is then sampled from the observation of warming between 1970 and 2018 $\Delta T$ and the emergent constraint. The observational uncertainty $\sigma_{\text{obs}}$ is taken as the sample standard deviation of the four observational datasets.

$$
\text{TCR}_{\text{pred}} = \text{normal}_{\text{rg}}(\alpha + \beta \Delta T[i], \sigma_y);
$$

Here $\text{rg}$ is a (pseudo) random number generator. The second for loop corresponds with normal linear regression, while the first for loop makes an estimate of the true $\Delta T_T$. Note that for models with only few initial value member, the "best" $\Delta T_T$ does not necessarily correspond with that the value of this only ensemble member.
Weakly informative priors are chosen for the intercept $\alpha$, the slope $\beta$, the uncertainty of the regression $\sigma_y$ and the internal variability $\sigma_x$:

$$\alpha \sim \text{normal}(0, 5);$$
$$\beta \sim \text{normal}(0, 10);$$
$$\sigma_y \sim \text{half-normal}(0.5, 10);$$
$$\sigma_x \sim \text{half-normal}(0.2, 0.5);$$
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