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The authors thank for the reviewer#1 critical comments. According to the ESD interactive discussion process, we will first try to reply the reviewer#1 comments in this short text, and then we will revise our manuscript throughout. In the following text, we firstly copied the reviewer’s comments, and then made one-by-one reply after "R:”.

This study purports to examine the response of Northern Hemisphere snow cover in the Community Earth System Model 1 (CESM1) under 1.5_C and 2.0_C of global mean warming above preindustrial levels. I am unable to recommend further publication of this manuscript as it provides a very cursory examination of the question under discussion and in my opinion, does not reach substantial conclusions that have not been reported elsewhere. The methods used appear reasonable, however the scientific aims and results are poorly communicated throughout the paper.

R: The snow simulations were essentially evaluated and reported in many literatures. We appreciated the reviewer# 1 listed a bunch of papers about snow in the models or in the observations. However, none of them discussed the snow cover change under different warming levels, say 1.5 and 2.0deg, which is one of our purposes of current study. Indeed, there are some works who used the CMIP5 outputs to examine the relationship between snow cover and surface air temperature. As we described in the introduction, the CMIP5 simulations under RCP scenarios were the model response from the Radiation Forcing at the top of the atmosphere, but not for specific surface air temperature warming levels. The CESM low warming project aimed to the specific (i.e., 1.5 and 2 deg) warming targets. Moreover, this manuscript has also discussed he impacts of the climate internal variability and external forcing on the response of snow cover on the different warming levers, which haven’t been addressed and reported anywhere.

I provide some more specific criticisms below. The rational for providing Figures 1 and 2 is unclear. Presumably it is to evaluate the simulation of climatological snow cover and its variability for the CMIP5 ensemble and the CESM1 model in particular. These evaluations have been performed elsewhere C1 for CMIP5 for a variety of seasons (for example, Li et al. evaluate CMIP5 ensemble mean SCF during DJF (Figure 2b), Thackeray et al. evaluate seasonal evolution of SAE in CMIP5, Brutel-Vuilmet et al. evaluate March/April SCF climatologies in CMIP5, and Rupp et al. evaluate springtime SAE variability from the CMIP5 ensemble). These results suggest that snow cover biases change over the course of the season and that annual mean SCF may have lower bias due to compensating differences throughout the year. Regarding CESM, as you note, the bias computed in this paper is in contrast to previous offline evaluation of CESM’s component land model, CLM. While it is possible, or even probable that biases in CESM1 precipitation and air temperature are responsible for the differences
in SCF, I don’t believe the Wang et al. study, which is referenced in the text, examines this bias for CESM’s atmospheric model. It would be helpful to confirm any air temperature or precipitation biases in CESM1 compared to the corrected MERRA output used by the Toure et al. study to examine CLM. For Figure 2, the range of correlations between SAE anomalies in the NOAA-CDR and the CESM-LE or CMIP5 ensembles are expected since the specific climate trajectories of the historical ensembles are not constrained by observations. Presumably the positive values obtained for the ensemble mean correlations with the NOAA-CDR result from negative trends in the datasets. Also note that NOAA-CRD has been shown to have erroneous trends in SAE during the fall and potentially during the spring as well (Brown and Derksen, Hori et al., Mudryk et al.); it is unclear to what extent this will affect trends in annual-mean SAE.

R: We appreciated above specific comments. 1) For evaluation of snow cover performance in both CMIP5 historical simulations and CESM-LE, we agree that there are plenty of studies (some of them have been listed in the reviewer#1’s comments). We used the MODIS and NOAA-CDR data to evaluate the CESM_LE and CMIP5 because those two datasets are best available snow cover data sets over the northern hemisphere. In the following context, we mainly concerned the annual mean of snow cover. Therefore, we did not examine the seasonal biases of the simulations. We agree the conclusion: “snow cover biases change over the course of the season and that annual mean SCF may have lower bias due to compensating differences throughout the year.” Actually, if we evaluated any model simulated variables, we can draw similar conclusions for most of them. 2) For CESM simulated snow cover, in particular, for current CESM-LE simulations, there have not any study extensively examined so far. We have made clear that both Toure et al and Wang et al were offline simulations. Wang et al. (2016) used four reanalysis-based atmospheric forcing datasets to offline drive the CLM4.5, and then evaluate the model simulations under different atmospheric variables (in particular, precipitation). The different forcing datasets are somehow alike for the different CESM simulations. We did not intend to evaluate the CESM-LE precipitation in the current study which have been well addressed in the Kay et al. (2015). 3) “the

range of correlations between SAE anomalies in the NOAA-CDR and the CESM-LE or CMIP5 ensembles are expected since the specific climate trajectories of the historical ensembles are not constrained by observations.” We agree this point. Unless the data assimilations involved, the earth system model simulations were not constrained by the observations. However, the data assimilation has not been implemented in the earth system model as far as I know.

Figure 3: These results appear consistent with results in IPCC Fifth Assessment Report (e.g. Figure 12.32 in Chapter 12 of the Working Group I contribution). I don’t believe the projections of annual mean SAE from the CESM historical ensemble or low warming ensembles are sufficiently unusual to require an update of these results. In particular the historical ensembles appear consistent with the differences in NH LSAT (colder and more snow cover in CESM-LE than CMIP5) and the projections of SAE for each of the four scenarios reflect the various levels of warming.

R: From the documents of CESM-LE or CESM low warming ensemble projects, they did not mention anywhere to update the CMIP5 products. There is also not the issue of current study. The CESM low warming ensemble project is “to achieve long term 1.5 and 2 deg temperature in a stable climate (Sanderson et al. 2017) ”, which can be used to assess the climate impacts at different temperate levels, and then to provide some results for the UNFCCC (2015) and IPCC SR1.5 (2018). As we stated in both previous response comments and the manuscript introduction, the four RCP scenarios were designed based on radiation forcing at the top of atmosphere, but not for specific temperature increasing levels. This leads to the timing of 1.5 or 2 deg for different models are different (Jiang et al. 2016 in the reference list). Therefore, CMIP5 model data are not suitable to investigate the climate sensitivity on the specific warming levels, say 1.5 deg or 2deg.

Figure 4: The increase in standard deviation of SAE anomalies reflects the spread in CMIP5 model SAE sensitivity (different models lose snow at different rates during the 20th and 21st centuries, probably mostly due to the spread in warming rates over
the 21st century, although this latter point is not examined by the authors). For the single model ensembles (CESM-LE hist, 1.5deg and 2.0deg) this spread is not being sampled.

R: Thanks for the comment. We will examine relationship of the SAE spread and warming rates, in particular, for CESM_LE hist, 1.5deg and 2.0deg in the revision. And the corresponding results and discussions will be also added in the manuscript.

Figure 5 and 6: These are the first figures which deal with the topic of the paper as discussed in the abstract and introduction. It's unclear why CMIP5 models were examined in the preceding portion of the paper given that they are not used here (although I grant there are potential difficulties in comparing model output at a given warming level taken from transient RCP scenarios and partially equilibrated simulations such as the CESM low warming simulations). While the results presented in Figures 5 and 6 appear reasonable, I don't believe they are analyzed sufficiently or novel enough to form the basis of this paper.

R: Thanks. We used the CMIP5 simulations to compare SCF and temperature evolutions with specific warming levels from CESM low warming project. Since the CESM low warming is the first fully coupled equilibrium climate simulations based on the earth system model, they are deserved to compare with the widely used products of CMIP5. We will add additional discussions in the manuscript.

"The spatial pattern of SNR for both SCF and LSAT are broadly consistent with each other over snow regions, but their magnitude for SCF is much smaller than that for LSAT." It's not clear to me which aspects of the SNR patterns are consistent between that of SCF and that of LSAT.

R: Thanks. We had added more statements to clarify this. For example, over snow regions, we can find that the SNR of both SCF and LSAT are relatively small over Eurasian middle-to-high latitudes compared to other regions, but great over Easter part of USA (east of 90W) and along coasts of Rocky mountains. Over low latitude (south of 30N, except of Tibetan Plateau) where no snow exists in general, the SNR of LSAT is much great. More detail explanations will be added in the manuscript.

Figure 7: Figure 7b is not providing any additional information from 7a. To the level of detail presented, the results do not appear depend to depend on the forcing scenario. No interpretation is provided or discussed regarding the seasonal dependence.

R: The correlation coefficient of Figure7a does not clearly show the dependence of SFC changes on warming levels or forcing scenarios. Because the correlation only represents the linear relationship of two quantities, the significant negative correlation means the opposite changes of two. The actually dependences of SFC changes on warming levels were presented Figure 5. Figure 7b is to try to quantify the above dependences of SFC change on LSAT change in different seasons. Since the patterns of Figure 7b is pretty similar with Figure 7a, we would delete Figure 7b in the revision, but keep the CD value in the manuscript. Moreover, the discussions about the seasonal dependence of above correlation coefficients would be also added.
