Two-dimensional prognostic experiments for fast-flowing ice streams from the Academy of Sciences Ice Cap

Y.V. Konovalov, O.V. Nagornov

Mathematical Department, National Research Nuclear University MEPhI (Moscow Engineering Physics Institute), Kashirskoe shosse, 31, 115409, Moscow, Russian Federation

Correspondence to: Y.V. Konovalov (yu-v-k@yandex.ru)

ABSTRACT

Prognostic experiments for fast-flowing ice streams on the southern side of the Academy of Sciences Ice Cap on Komsomolets Island, Severnaya Zemlya archipelago, were undertaken in this study. The experiments were based on inversions of basal friction coefficients using a two-dimensional flow-line thermo-coupled model and Tikhonov’s regularization method. The modeled ice temperature distributions in the cross-sections were obtained using ice surface temperature histories that were inverted previously from borehole temperature profiles derived at the summit of the Academy of Sciences Ice Cap and the elevational gradient of ice surface temperature changes (about 6.5°C km⁻¹). Input data included interferometric synthetic aperture radar (InSAR) ice surface velocities, ice surface elevations, and ice thicknesses obtained from airborne measurements, while the surface mass balance was adopted from previous investigations for the implementation of both the forward and inverse problems. The prognostic experiments revealed that both ice mass and ice stream extent declined for the reference time-independent
surface mass balance. Specifically, the grounding line retreated: (a) along the B–B’ flow line from ~40 to ~30 km (the distance from the summit), (b) along the C–C’ flow line from ~43 to ~37 km, and (c) along the D–D’ flow line from ~41 to ~32 km, when considering a time period of 500 years and assuming a time-independent surface mass balance. Ice flow velocities in the ice streams decreased with time and this trend resulted in the overall decline of the outgoing ice flux. Generally, the modeled glacial evolution was in agreement with observations of deglaciation of Severnaya Zemlya archipelago.

1. INTRODUCTION

There are many relevant diagnostic observations of glaciers available, including digital Landsat imagery and satellite interferometric synthetic aperture radar (InSAR), airborne measurements, borehole ice temperature, and ice surface mass balance measurements. These observations provide data for prognostic experiments that allow the prediction of future glacier conditions for different climatic scenarios in the future. These experiments can be performed by mathematical modeling and in this study a two-dimensional ice flow model was applied to predict future conditions of fast-flowing ice streams on the southern side of the Academy of Sciences Ice Cap on Komsomolets Island, Severnaya Zemlya archipelago (Figure 1; Dowdeswell et al., 2002). The observations were based on digital Landsat imagery and satellite InSAR and revealed four drainage basins and four fast-flowing ice streams on the southern side of the Academy of Sciences Ice Cap (Figure 2; Dowdeswell et al., 2002). The four ice streams were 17–37 km long and 4–8 km wide (Dowdeswell et al., 2002). Bedrock elevations of these areas were below sea level, and the ice flow velocities attained a value of 70–140 m/a (Figure 2). Such fast flow-line features are typical for outlet glaciers and ice streams in both the Arctic and the Antarctic. These
ice streams are the major locations of iceberg calving from the Academy of Sciences Ice Cap (Dowdeswell et al., 2002).

The flow-line profiles of the three ice streams on the southern side of the Academy of Sciences Ice Cap are shown in Figure 3. Ice flow in these ice streams has been simulated with a two-dimensional flow-line higher-order finite-difference model (e.g., Colinge and Blatter, 1998; Pattyn, 2000, 2002). This model describes an ice flow along a flow line (Pattyn, 2000, 2002). The results of diagnostic experiments undertaken by Konovalov (2012) show that for the C–C’ flow-line profile, the ice surface velocity along the flow line attains a value of 100 m/a, assuming that ice is sliding. However, the observed surface velocity distribution along the C–C’ flow-line profile (Dowdeswell et al., 2002) is not similar to that obtained by the model experiments for constant values of friction coefficients and for both linear and nonlinear friction laws (Konovalov, 2012). Similarly, the diagnostic experiments conducted for the B–B’ and D–D’ profile data show the same results for the ice flow velocities. The deviation between the observed and modeled surface velocities suggests that the friction coefficients should be spatially variable. Therefore, to achieve a better agreement between the observed and simulated velocities, the spatial distribution of the friction coefficients needs to be optimized and an inverse problem needs to be solved (e.g., MacAyeal, 1992; Sergienko et al., 2008; Arthern and Gudmundsson, 2010; Gagliardini et al., 2010; Habermann et al., 2010; Morlighem et al., 2010; Jay-Allemand et al., 2011; Larour et al., 2012; Sergienko and Hindmarsh, 2013).

The inversion of friction coefficients is based on the minimization of the deviation between the observed and modeled surface velocities. A series of test experiments (Konovalov, 2012), in which modeled surface velocities were used as observations in the inverse problem, have shown that the inverse problem for the full 2D ice flow-line model is ill posed. More precisely, the
surface velocity is weakly sensitive to small perturbations in the friction coefficient, and as a
result the perturbations appear in the inverted friction coefficients (Konovalov, 2012).

Herein, in a series of prognostic experiments we used the inversions of the friction coefficients
inversions obtained by applying Tikhonov’s regularization method, in which Tikhonov’s
stabilizing functional is added to the main discrepancy functional (Tikhonov and Arsenin, 1977).

The inversions of the friction coefficients were used in the prognostic experiments for the fast-
flowing ice streams. The 2D prognostic experiments were numerical simulations with ice
thickness distribution changes performed by the 2D flow-line thermo-coupled model, which
includes diagnostic equations for the heat-transfer equation and the mass-balance equation
(Pattyn, 2000, 2002). Here, we present the results of the prognostic experiments performed for
the B–B’, C–C’, and D–D’ profiles (Figure 3). Specifically, the prognostic experiments were
conducted for the three ice streams (Figure 2) that are the main sources of the ice flux from the
ice cap to the ocean. The results of the prognostic experiments include future modeled histories
of ice thickness distributions along the flow lines of grounding line locations and outgoing ice
fluxes. The surface mass balance in the experiments was considered to be time-independent, and
therefore the prognostic experiments revealed minimal ice mass loss in the ice streams in the
future, because the forecasts obtained did not account for future global warming. Nevertheless,
the results of the prognostic experiments were in agreement with the observations of ice mass
loss on the Severnaya Zemlya archipelago (Moholdt et al., 2012).

2. FIELD EQUATIONS

2.1. Forward problem: diagnostic equations
The 2D flow line higher-order model includes the continuity equation for an incompressible medium, the mechanical equilibrium equation in terms of stress deviator components (Pattyn, 2000, 2002), and the rheological Glen law (Cuffey and Paterson, 2010):

\[
\begin{align*}
\frac{\dot{\varepsilon}}{\partial x} + \frac{1}{b} \frac{\partial v}{\partial x} + \frac{1}{b} \frac{\partial w}{\partial x} = 0, \\
2 \frac{\partial \sigma'_{xx}}{\partial x} + \frac{\partial \sigma'_{yy}}{\partial y} + \frac{\partial \sigma'_{zz}}{\partial z} = \rho g \frac{\partial h}{\partial x}, \\
\sigma'_{kk} = 2 \eta \dot{\varepsilon}, \quad \eta = \frac{1}{2} (m A(T))^{\frac{1}{n}} \dot{\varepsilon}, \\
0 < x < L; \ h_b(x) < z < h_s(x),
\end{align*}
\]  

(1)

where \((x, z)\) is a rectangular coordinate system with the \(x\)-axis along the flow line and the \(z\)-axis pointing vertically upward; \(u\) and \(w\) are the horizontal and vertical ice flow velocities, respectively; \(b\) is the width along the flow line, \(\sigma'_{kk}\) is the stress deviator; \(\dot{\varepsilon}\) is the strain-rate tensor; \(\dot{\varepsilon}\) is the second invariant of the strain-rate tensor; \(\rho\) is the ice density; \(g\) is the gravitational acceleration; \(\eta\) is the ice effective viscosity; \(A(T)\) is the flow-law rate factor; \(T\) is the ice temperature; \(h_b(x)\) and \(h_s(x)\) are the ice bed and ice surface elevations, respectively; and \(L\) is the glacier length.

The boundary conditions and some complementary experiments that were conducted by applying this model, were considered in Konovalov (2012). In particular, the technique in which the boundary conditions are included in the momentum equations in Konovalov (2012), was applied in the prognostic experiments considered here.

### 2.2. Inverse problem for the friction coefficient
The inversion of the friction coefficient was conducted using the gradient minimization procedure for the “smoothing” functional (Tikhonov and Arsenin, 1977):

\[ F = \int_0^L (u_{\text{obs}} - u_{\text{mod}})^2 \, dx + \beta \int_0^L \left( K_{\text{fr}}^2 + q(x) \left( \frac{d K_{\text{fr}}}{dx} \right)^2 \right) \, dx, \]  

(2)

where \( u_{\text{obs}} \) is the observed velocity along the flow line and \( u_{\text{mod}} \) is the modeled velocity, the first integral \( \Phi \) is the discrepancy and the second integral \( \Omega \) is the stabilizer (Tikhonov and Arsenin, 1977), \( \beta \) is the regularization parameter, and \( q(x) \) is considered equal to 1. The nonzero value of \( \beta \) implies that the inverse problem, i.e., the problem that is based on the minimization of the discrepancy \( \Phi \), is ill posed and the original problem of the discrepancy minimization is replaced with the problem of the smoothing functional minimization.

The details of the gradient minimization procedure and the problem of the regularization parameter choice are discussed in Nagornov et al. (2006) and Konovalov (2012). In this study the inversions were obtained for the linear (viscous) friction law, based on the experiments implemented in Konovalov (2012), with inversions for the C-C’ profile, in which there was a good agreement between the observed \( (u_{\text{obs}}) \) and the calculated \( (u_{\text{mod}}) \) surface velocities for the linear friction law.

### 2.3. Prognostic equations

The results of thermo-coupled prognostic experiments imply that the 2D flow-line model includes the heat-transfer equation (Pattyn, 2000, 2002):
\[
\frac{\partial T}{\partial t} = \chi \left( \frac{\partial^2 T}{\partial x^2} + \frac{1}{b} \frac{d b}{d x} \frac{\partial T}{\partial x} + \frac{\partial^2 T}{\partial z^2} \right) - \left( u \frac{\partial T}{\partial x} + w \frac{\partial T}{\partial z} \right) + \frac{1}{\rho C} \frac{1}{n} \frac{\partial n}{\partial z},
\]

(3)

where \( \chi \) and \( C \) are the thermal diffusivity and the specific heat capacity, respectively. The terms in the first and in the second brackets define the heat transfer due to heat diffusion and ice advection, respectively. The last term is associated with strain heating.

In this model it is suggested that the ice surface temperature at the Academy of Sciences Ice Cap varies with an elevational gradient of temperature change, which is equal to about \( 6.5^\circ \text{C/km} \).

Hence, the ice surface temperature distribution along the flow line is defined by the temperature history at the summit \( T_{s0}(t) \) and by the elevational changes, and is expressed as:

\[
T_s(x,t) = T_{s0}(t) + \theta_r \left( h_s(0) - h_s(x) \right),
\]

(4)

where \( \theta_r \) is the elevational gradient. Therefore, Equation (4) provides the boundary condition on the ice surface. However, it should be noted that Equation (4) does not account for warming through the refreezing of meltwater.

The boundary condition at the ice base is defined by the geothermal heat flux and by heating due to the basal friction, and is expressed as (Pattyn, 2000, 2002)

\[
\frac{\partial T}{\partial z} = -\frac{1}{k} \left( Q + \left( \sigma_{zc} \right)_b u_b \right),
\]

(5)

where \( k \) is the thermal conductivity.

The boundary conditions at the ice (ice-shelf) terminus and at the ice-shelf base are defined by sea water temperature, which was considered to be \( -2^\circ \text{C} \) in this study.
The ice thickness temporal changes along the flow line are described by the mass-balance equation (Pattyn, 2000, 2002):

\[
\frac{\partial H}{\partial t} = M_s - M_b - \frac{1}{b} \frac{\partial (\bar{u} b H)}{\partial x},
\]

where \(\bar{u}\) is the depth-averaged horizontal velocity, \(M_s\) is the annual surface mass balance, and \(M_b\) is the melting rate at the ice base.

The mass-balance equation requires two boundary conditions at the summit and at the ice terminus. The first condition at the ice cap summit implies that \(\frac{\partial h_s}{\partial x} = 0\). The second condition applied in the ice terminus originates from the fact that the ice thicknesses in the ice shelf along the flow line attain a constant value at the terminus.

2.3. Grounding line evolution

In the model the grounding line position is defined from the hydrostatic equilibrium (Schoof, 2007; Pattyn et al., 2012; Seroussi et al., 2014). Because sea water flow under the ice shelf is not considered in the model, and hence the pressure in equations (10) to (11) from Pattyn et al. (2012) is equal to hydrostatic pressure, the grounding line position is at the location where:

\[
-\rho_w h_r = H \rho
\]

where \(h_r\) is the bedrock elevation and \(\rho_w\) is the water density.
3. Results of the numerical experiments

3.1 Inversions for the friction coefficient

For the first run of the friction coefficient inversions, the linear ice temperature profile approximation was applied. Specifically, it was assumed that the ice temperature linearly increased from \(-15^\circ\text{C}\) at the surface to \(-5^\circ\text{C}\) at the ice base at the division, and increased from \(-2^\circ\text{C}\) to \(-1^\circ\text{C}\) at the grounding line. Figure 4(a) shows the inverted friction coefficient distribution along the C–C’ flow line. The retrieved friction coefficient gradually decreased from \(\sim 3.5 \times 10^3\ \text{Pa a m}^{-1}\) to a mean value of \(5 \times 10^2\ \text{Pa a m}^{-1}\) within a distance of around \(25 \text{ km} < x < 40 \text{ km}\) (Figure 4(a)). The difference between the simulated and observed surface velocities was relatively small (Figure 4(b)) (Konovalov, 2012).

The inverted friction coefficient distributions along the B–B’ and D–D’ flow lines had the same qualitative trends, i.e., they gradually decreased along the flow line from a high to a lower level. After the first run of the inversions, the ice temperature simulations were performed for inverted friction coefficients and boundary conditions (4) and (5). Boundary condition (4) included the temperature history \(T_{s0}(t)\). In particular, if the history was the past temperature (Nagornov et al., 2005, 2006), which was inverted previously from the borehole temperature profile derived at the summit (80.50 N, 94.83 E) of the Academy of Sciences Ice Cap (Zagorodnov, 1988; Arkhipov, 1999), i.e., the temperature history over the past 1000 years to the present day (Nagornov et al., 2005, 2006), then we would expect the simulated output temperature to be close to the real present temperature in the ice stream along the flow line. In other words, the modeled temperature would be close to the present temperature (in the year when borehole measurements
were performed), assuming a good agreement between the model results and the real physical processes that occur in the glacier, which are in general described by the model. The past surface temperature history, which was applied in the simulations of the present ice temperature, was adopted from Nagornov et al. (2005, 2006). The modeled present temperature distributions along the B–B’, C–C’, and D–D’ cross-sections are shown in Figure 5.

For the second run of the basal friction coefficient inversions, the modeled temperature distributions were applied (the modeled temperature was defined from equations (3) to (5)). The inverted friction coefficients for the: (i) linearly approximated ice temperature and (ii) modeled ice temperature are shown in Figure 6. Generally, the distinctions in the friction coefficients were insignificant, and therefore the ice temperature approximations could be applied in the inverse problem as the first iteration of the ice temperature distribution in the glacier.

### 3.2. Prognostic experiments

The main input data along with flow-line profiles for the prognostic experiments, namely, the surface mass balance, were adopted from Bassford et al. (2006). Figure 7 shows the elevational mass-balance distribution along the C–C’ flow line, i.e., it shows how the surface mass balance changes with elevation in the C–C’ direction (Bassford et al., 2006). For the B–B’ and D–D’ flow lines, the elevational mass-balance distributions are qualitatively the same (Bassford et al., 2006).

In the prognostic experiments that have been conducted previously, the mass balance was considered as time-independent. The elevational mass-balance distributions were kept unchanged for the future time period under consideration. We intended to assess the maximum ice thickness in the ice streams in the future, because the forecasts implemented with the time-independent surface mass balance did not imply a future global warming and therefore did not suggest a future
decrease a surface mass balance $M_s$ in Equation (6). Similarly, the ice surface temperature is suggested to be time-independent, but dependent on elevation, i.e., according to Equation (4) it changes with elevation, with a constant value of $T_{s0}(t)$. From the borehole temperature measurements, the present ice surface temperature at the summit was about $-7.2^\circ$C. The initial ice temperatures applied in the prognostic experiments are shown in Figure 5. Despite future warming scenarios not being included in the prognostic experiments, the modeled ice cap response to the present environmental impact, which is reflected in the elevational mass-balance distribution (Bassford et al., 2006), revealed that the ice thickness gradually diminished along all three flow lines. Figures 8(a)–10(a) show the modeled successive ice surfaces divided into 50-year time intervals for the B–B’, C–C’, and D–D’ profiles, respectively. Figures 8(b)–10(b) show the same results as Figures 8(a)–10(a), respectively, but these complementary figures show the evolution of the three ice shelves in more detail. The prognostic experiments were performed by applying a rectangular ice-shelf geometry. The cumulative impact of sea water, surface mass balance, and ice flow changes in the glacier produced the future modeled ice shelf geometries. The ancillary black circles in Figures 8(a,b)–10(a,b) are aligned with the grid nodes; thus, they show the spatial resolution at which the prognostic experiments were implemented. The spatial resolution was irregular and decreased from about $2 \times 10^3$ m at the summit to about $10^2$ m in the grounding line vicinity and in the ice shelf. The spatial grid was considered unchangeable throughout the period of the modeling. The grounding line history, i.e., grounding line retreat or advance, specifically reflects a growing or diminishing ice mass, i.e., its history is an indicator of glacier evolution. The grounding line retreated (a) along the B–B’ flow line from ~40 to ~30 km (Figure 11 (a)), (b) along the C–C’ flow line from ~43 to ~37 km (Figure 11 (b)), and (c) along the D–D’ flow line from ~41 to ~32 km (Figure 11 (c)) over a time period of 500 years.
The results of the prognostic experiments can be treated in the same way suggesting changes in the friction coefficients. The glacier terminus, which is currently fast flowing and therefore experiencing pressure melting, eventually became frozen to the ground. The ice thickness was insufficient to provide insulation from the cold atmosphere and reduced driving stress and strain heating. Therefore, the basal friction coefficients could change drastically, given the simulated changes in glacier geometry.

The ice flow velocities in the ice streams decrease with time and this trend diminishes the outgoing ice fluxes in the future. Figure 12 shows the modeled outgoing ice flux histories, i.e., it shows how the value $\bar{u} H b$, which is defined at the ice-shelf terminus, changes with time. Accordingly, Figure 13 shows the future history of the overall outgoing ice flux, i.e., it is the sum of the three future modeled historical trends that are shown in Figure 12.

There are small peaks that periodically disturb the main historical trends of the three outgoing ice fluxes. Each peak reflects ice calving at the ice-shelf terminus. Similarly, the ice calving represents a sudden change in the value of the outgoing ice flux ($\bar{u} H b$) due to a sudden change in the ice thickness ($H$) at the terminus. Considering the complex environmental impact on ice shelves (Bassis et al., 2008), from the mathematical perspective it can be suggested that at long-time scales the calving processes are described by a stochastic model, which considers the size of the anticipated ice debris as a random value. This value satisfies a probability distribution law, similar to the Gaussian distribution for example. In the model we considered the simplest probability distribution, i.e., when debris of equal length occurred at each calving. Thus, the length of ice debris was the parameter that corresponded to the average length in a probability distribution law (for example in the Gaussian distribution).

In this model, both the ice-shelf length and ice-shelf thickness at the terminus were considered to be variables that could satisfy certain conditions. If the ice-shelf length exceeded a value $l_{cr}$ (the
parameter of the model) or the ice-shelf thickness beside the terminus became smaller than a value $H_{cr}$, then the calving of the appropriate part of ice would occur in the model.

To investigate the impact of the parameters on the results of the modeling, the parameters were varied in a series of experiments. However, the simulation revealed that at long-time scales the mass balance, friction coefficient, and ice temperature had the main impact on the assessment of the grounding line retreat derived by the modeling.

4. Discussion

Numerical experiments conducted with a 2D model using the randomly perturbed friction coefficient have revealed that the horizontal surface velocity is weakly sensitive to the perturbations (Fig. 4 of Konovalov (2012)). Thus, the perturbations appear on the $x$-distributed inverted friction coefficient. Therefore, the inverse problem should be considered as ill posed, because the weak sensitivity of the surface velocity to the perturbations in the friction coefficient justifies the instability in the inverse problem. In other words, the instability in the inverse problem means that small deviations in the observed surface velocities allow significant perturbations in the friction coefficient. Hence, the application of the regularization method is justified.

Tikhonov’s method is based on the application of the stabilizing functional, which reduces the effects of perturbations proportionally to the regularization parameter $\beta$ (Tikhonov and Arsenin, 1977). A further increase in the parameter leads to a reduction in the real spatial variability of the friction coefficients.
The reduction in the existing friction coefficient variability is associated with a growing discrepancy between the observed and modeled surface velocities. Thus, the regularization parameter is chosen as the value at which nonexistent perturbations are reduced, but the real variability of the friction coefficient is not completely reduced by the stabilizing functional. The optimal value of the regularization parameter can be defined approximately in the curve, which is the deviation between the observed and modeled surface velocities versus the regularization parameter (Leonov, 1994; Konovalov, 2012).

Evidently, the stabilizing functional narrows down the range of possible inverted $x$-distributions of the friction coefficients. Thus, it is assumed a priori that the real spatial distribution of the friction coefficient with respect to the $x$-axis is a smooth function. Moreover, the friction coefficient in the friction laws is considered to be a constant (e.g., Van der Veen, 1987; MacAyeal, 1989; Pattyn, 2000; Gudmundsson, 2011). Hence, the friction coefficient inversion performed for the three cross-sections can be interpreted as follows.

The two evidently distinguished levels in the inverted friction coefficient distributions can be explained by changing the physical properties of the bedrock along the flow lines. Similarly, the large values of the friction coefficient at $0 \, \text{km} < x < 20 \, \text{km}$ justify the bedrock (more likely, marine sediments (Dowdeswell et al., 2002)) where ice is frozen to the bed (the ice temperature at $0 \, \text{km} < x < 20 \, \text{km}$ is lower than the melting point). The lower values of the friction coefficient at $25 \, \text{km} < x < 40 \, \text{km}$ presumably indicate the existence of a water-saturated till layer at the bottom (e.g., Engelhardt et al., 1978; Engelhardt et al., 1979; Boulton, 1979; Boulton and Jones, 1979; MacAyeal, 1989; Engelhardt and Kamb, 1998; Iverson et al., 1998; Tulaczyk et al., 2000).

Specifically, the till layer (deformable basal sediments) enables the basal ice sliding.

The modeled ice temperatures at present (Figure 5) were qualitatively the same in the three cross-sections. There were resembling zones of relatively cold ice that could be distinguished in the
modeled temperatures approximately in the middle (in the vertical dimension) of each cross-section. These cold ice zones reflected the surface temperature minimum about 150–200 years ago in the inverted past temperature history (Nagornov et al., 2005, 2006). This surface temperature minimum corresponds to an event known as the Little Ice Age. Thus, surface boundary conditions (4), and diffusive and advective heat transfers were responsible for the basal ice temperature, which was mainly in the range of \(-4 \text{ to } -9^\circ \text{C}\) at \(25 \text{ km} < x < 40 \text{ km}\). Therefore, the modeled basal ice temperature was lower than the melting point. Hence, the modeled ice temperatures justify the sliding due to the existence of a till layer at the bottom (Engelhardt et al., 1978; Engelhardt et al., 1979; Boulton, 1979; Boulton and Jones, 1979; MacAyeal, 1989; Engelhardt and Kamb, 1998; Iverson et al., 1998; Tulaczyk et al., 2000).

However, note that the heat-transfer model considered here does not account for melt water refreezing in the subsurface firn layer (Paterson and Clarke, 1978). The numerical experiments undertaken by Paterson and Clarke (1978) revealed that the heat source had a significant impact on the ice temperature profiles due to melt water refreezing depending on its percolation depth. Thus, the notion that the basal ice temperature is higher than the modeled temperature and could reach the melting point cannot be dismissed.

General formulations of the friction laws assume that the appropriate equations include the effective basal pressure (e.g., Budd et al., 1979; Iken, 1981; Bindschadler, 1983; Jansson, 1995; Vieli et al., 2001; Pattyn, 2000). Introduction of the effective pressure in Equation (2) does not provide a constant value of the inverted friction coefficient at \(x > 25 \text{ km}\). The inversion performed for the nonlinear Weertman-type friction law reveals similar variations in the inverted friction coefficient at \(x > 25 \text{ km}\) (Konovalov, 2012). The similar variability in the inverted friction coefficients obtained for both the linear and nonlinear friction laws (Konovalov, 2012) implies that the physical properties of the bedrock layer change according to the friction
coefficient distribution along the flow line. In particular, the presence of water in the bedrock layer can be explained by the low bed elevations in the areas of fast-flowing ice streams (e.g., Knight, 1999; Vieli et al., 2001) or by hydrological processes (e.g., Röthlisberger, 1972; Nye, 1976; Hewitt, 2011; Hoffman and Price, 2014). Therefore, the water content in the bedrock layer can vary in agreement with the bed elevation changes, and the enhancement of water content at lower elevations provides a decrease in the friction coefficient in the corresponding areas.

Finally, two areas were identified in the bedrock, where basal ice was frozen to the bed (0 km < x < 20 km) and where basal sliding occurred (25 km < x < 40 km) due to the till layer. The boundary of the transition from the area of the frozen basal ice to the area of the basal sliding was diluted due to smoothing of the inverted friction coefficient by the stabilizer. The linear friction law provided a good agreement between the observed and modeled surface velocity distributions along the flow line. Thus, it could be conveniently applied in these applications (in particular, in the prognostic experiments).

The prognostic experiments reveal that the extent of both ice mass and ice stream declined with respect to the reference time-independent mass balance (Bassford et al., 2006). These experiments demonstrated that the grounding lines would retreat by about 10 km for the three ice streams over a time period of 500 years and with a steady-state environmental impact, i.e., a constant elevation-dependent surface mass balance. The ice flow velocities in the ice streams would decrease with time due to: (a) a diminishing of ice thicknesses (and thus decreasing driving stress) and (b) a retreat of the grounding lines from the sliding zones toward the zones where ice is frozen to the bed (inverted friction coefficient distributions are considered to be time-independent). Thus, the maxima of the ice flow velocities in the ice streams decreased from ~80–120 to ~20–30 m/a. These trends in the ice flow velocities reduced the outgoing ice fluxes (Fig. 12) and as a result diminished the overall ice flux (Fig. 13).
Observations in the Russian High Arctic (Moholdt et al., 2012) have revealed that over the period between October 2003 and October 2009 the archipelagos of Franz Josef Land and Novaya Zemlya have lost ice at a rate of $-9.1 \pm 2.0 \text{ Gt a}^{-1}$. Over this period the ice loss from Severnaya Zemlya was evaluated as $-1.4 \pm 0.9 \text{ Gt a}^{-1}$ (Moholdt et al., 2012). The modeling shows that other than this period the Academy of Sciences Ice Cap (the largest of the ten glaciers located on Severnaya Zemlya) could lose about $0.2$ to $0.3 \text{ Gt a}^{-1}$ (Fig. 13).

5. Conclusions

The modeled ice temperatures at present (Figure 5) are qualitatively the same in the three cross-sections. There are resembling zones of relatively cold ice that can be distinguished in the modeled temperatures in the middle of the cross-sections. These cold ice zones reflected the surface temperature minimum about 150–200 years ago in the inverted past temperature history (Nagornov et al., 2005, 2006). This surface temperature minimum corresponds to the event known as the Little Ice Age.

The inversions of the friction coefficient performed for the three cross-sections can be interpreted as follows. The two levels that are evidently distinguished in the inverted friction coefficient distributions (Figure 6) can be explained by changing the physical properties of the bedrock along the flow lines. Similarly, the large values of the friction coefficient at $0 \text{ km} < x < 20 \text{ km}$ justify the bedrock where ice is frozen to the bed (the ice temperature at $0 \text{ km} < x < 20 \text{ km}$ is lower than the melting point). The lower values of the friction coefficient at $25 \text{ km} < x < 40 \text{ km}$ presumably indicate the existence of a till layer at the bottom. Specifically, the till layer enables the basal ice sliding.
The prognostic experiments conducted with the reference mass balance (Bassford et al., 2006) show that the grounding line would retreat by about 10 km in the three ice streams over a time period of 500 years. Similarly, the grounding line would retreat (a) along the C–C’ flow line from ~43 to ~37 km (the distance from the summit), (b) along the B–B’ flow line from ~40 to ~30 km, and (c) along the D–D’ flow line from ~41 to ~32 km over a time period of 500 years, assuming a time-independent mass balance. In the experiments, the ice flow velocities in the ice streams decreased with time due to: (a) diminishing of the ice thicknesses and (b) retreat of the grounding lines from the sliding zones toward the zones where ice is frozen to the bed. Thus, the maxima of the ice flow velocities in the ice streams decreased from ~80–120 to ~20–30 m/a. These trends in the ice flow velocities reduced the outgoing ice fluxes and as a result diminished the overall ice flux (Figure 13). The modeled evolution of the ice streams is in agreement with observations of ice mass loss on Severnaya Zemlya archipelago (Moholdt et al., 2012).
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Figure 1 (after Dowdeswell et al. (2002)). Map of Severnaya Zemlya showing the Academy of Sciences Ice Cap on Komsomolets Island together with the other ice caps in the archipelago: Rusanov Ice Cap, Vavilov Ice Cap, Karpinsky Ice Cap, University Ice Cap, Pioneer Glacier, Semenov-Tyan Shansky Glacier, Kropotkin Glacier, and Leningrad Glacier. The inset shows the location of Severnaya Zemlya and the nearby Russian Arctic archipelagos of Franz Josef Land and Novaya Zemlya within the Eurasian High Arctic.
Figure 2 (after Dowdeswell et al. (2002)). Interferometrically corrected derived ice surface velocities for the Academy of Sciences Ice Cap. The first two contours are at velocities of 5 and 10 m a⁻¹, with subsequent contours at 10 m a⁻¹ intervals. The unshaded areas of the ice cap are regions of non-corrected velocity data. The dotted areas represent bare land. The four fast flowing ice stream central lines are denoted as A-A', B-B', C-C', and D-D', respectively. The velocity profiles of A-A' to D-D' are shown in Figure 11 of Dowdeswell et al. (2002)
Figure 3. (a) B-B’ flow line profile, which crosses downstream of one of the four fast flowing ice streams in the Academy of Sciences Ice Cap (Fig. 2). (b) C-C’ flow line profile. (c) D-D’ flow line profile. The ice surface and ice bed elevation data were imported from Figure 8 of Dowdeswell et al. (2002).
Figure 4. (a) The friction coefficient distribution obtained in the inverse problem for the linear friction law and for the observed surface velocity distribution along the C-C' flow line (Konovalov, 2012). (b) The ice surface horizontal velocity distributions along the flow line: 1 – the observed surface velocity distribution, taken from Figure 11 of Dowdeswell et al. (2002), 2 – the modeled surface velocity distribution, which corresponds to the reconstructed friction coefficient in Fig. 4,a.
Figure 5. The temperature distributions within (a) the B-B' cross-section, (b) C-C' cross-section, and (c) D-D' cross-section simulated by the model with the past surface temperature history based on the paleo-temperature, which was retrieved from the borehole temperature data (Nagornov et al., 2005, 2006).
Figure 6. The friction coefficients inverted along the (a) B-B' flow line, (b) C-C' flow line and (c) D-D' flow line. Curve 1 is the first inversion, which was obtained for the linear ice temperature profiles (the ice temperature approximation for the initial inversions). Curve 2 is the second inversion, which corresponds to the modeled ice temperature (Fig. 5).
Figure 7. The surface mass balance elevational distribution along the C-C' flow line (Bassford et al., 2006).
Figure 8. (a) The modeled successive B-B’ cross-section geometries separated by 50-year intervals from the present to 500 years later. (b) A magnified section of panel (a), showing the evolution of the B-B’ ice shelf.
Figure 9. (a) The modeled successive C-C' cross-section geometries separated by 50-year intervals from the present to 500 years later. (b) A magnified section of panel (a), showing the evolution of the C-C' ice shelf.
Figure 10. (a) The modeled successive D-D’ cross-section geometries separated by 50-year intervals from the present to 500 years later. (b) A magnified section of panel (a), showing the evolution of the D-D’ ice shelf.
Figure 11. The modeled grounding line history for the (a) B-B’ cross section (b) C-C’ and (c) D-D’ cross section.
Figure 12. The modeled outgoing ice flux history for the (a) B-B' cross section (b) C-C' and (c) D-D' cross section.
Figure 13. The overall outgoing ice flux history (the sum of the outgoing fluxes for the three ice streams: B-B', C-C', and D-D').