Differences in carbon cycle and temperature projections from emission- and concentration-driven earth system model simulations
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Abstract

The influence of prognostic and prescribed atmospheric CO₂ concentrations ([CO₂]) on the carbon uptake and temperature is investigated using all eight Earth System Models (ESMs) with relevant output variables from the Coupled Model Intercomparison Project Phase 5 (CMIP5). Under the RCP8.5 scenario, the projected [CO₂] differences in 2100 vary from −19.7 to +207.3 ppm in emission-driven ESMs. Incorporation of the interactive concentrations also increases the range of global warming, computed as the 20 year average difference between 2081–2100 and 1850–1869/1861–1880, by 49% from 2.36 K (i.e. ranging from 3.11 to 5.47 K) in the concentration-driven simulations to 3.51 K in the emission-driven simulations. The observed seasonal amplitude of global [CO₂] from 1980–2011 is about 1.2–5.3 times as large as those from the eight emission-driven ESMs, while the [CO₂] seasonality is simply neglected in concentration-driven ESMs, suggesting the urgent need of ESM improvements in this area. The temperature-concentration feedback parameter α is more sensitive to [CO₂] (e.g. during 1980–2005 versus 2075–2100) than how [CO₂] is handled (i.e. prognostic versus prescribed). This sensitivity can be substantially reduced by using a more appropriate parameter α′ computed from the linear regression of temperature change versus that of the logarithm of [CO₂]. However, the inter-model relative variations of both α and α′ remain large, suggesting the need of more detailed studies to understand and hopefully reduce these discrepancies.

1 Introduction

Human activities emit carbon dioxide (CO₂) into the earth system, and this emission can be partitioned into the change of carbon in the atmosphere, land, and ocean. This partitioning can be simulated using Integrated Assessment Models (IAMs) (Van Vuuren et al., 2011a) or sophisticated earth system models (ESMs). Compared with ESMs, IAMs include substantially simplified treatments of dynamic, physical, chemical, and
biological processes in the earth system, but they do treat human activities including the land use change in more detail (Van Vuuren et al., 2011b). Some of the treatments from IAMs, in turn, have also been adopted by ESMs, such as the dynamic land-use distributions in the Geophysical Fluid Dynamics Laboratory (GFDL)'s and Met Office Hadley Centre’s ESM families (Shevliakova et al., 2009; Jones et al., 2011).

For earlier (1st to 4th) Assessment Reports of the Intergovernmental Panel on Climate Change (IPCC), IAMs were used to provide the atmospheric carbon concentration ([CO$_2$]) trajectories that were then used by climate models to assess the physical science basis of climate change. For the current 5th Assessment Report (AR5) of IPCC, most of the ESMs include the interactive carbon cycle in the atmosphere, land, and ocean biogeochemical components, and hence can be run using prescribed [CO$_2$] (referred to as “concentration-driven”) from IAMs like before or using prescribed anthropogenic emissions (referred to as “emission-driven”). In the emission-driven experiment, the variation of [CO$_2$], as the residual of emissions minus the land and ocean carbon uptakes, is caused by internal and external forcings and their complex interactions through the explicit carbon processes within the ESMs. The diagnosed cumulative emissions are mostly contributed by the carbon-concentration feedback that is about 4.5 times larger than the carbon-climate feedback (Arora et al., 2013). In contrast, the concentration-driven experiments include one-way coupling only: while the [CO$_2$] trajectories affect other (e.g. physical, chemical, and biological) processes, they are not affected by these processes in ESMs.

There are inevitable differences in the carbon uptake and climate between the concentration- and emission-driven simulations because of the model-dependent climate-carbon cycle feedbacks. Jones et al. (2013) showed that the fossil fuel emissions modeled by the ESMs participating in the Coupled Model Intercomparison Project (CMIP5) agree well with reconstructions over the historical period, and they are consistent with the IAMs for the Representative Concentration Pathways (RCPs) RCP2.6 and RCP4.5 but smaller compared to RCP6.0 and RCP8.5 in the future projections. Booth et al. (2013) argued that the emission-driven ESMs broaden ranges of projected
temperature responses compared to the concentration-driven simulations, especially for the models exhibiting climate sensitivities above 4.5 K. However, their conclusion was not based on the direct comparison of emission- and concentration-driven simulations for each ESM. Friedlingstein et al. (2014) found that seven out of eleven ESMs under RCP8.5 simulate a larger [CO$_2$] and hence higher radiative forcing (on average by 44 ppm and by 0.25 W m$^{-2}$, respectively) in the emission-driven simulations by 2100, leading to higher temperature projections than in the concentration-driven simulations. However, they omitted the analysis of historical simulations. Previous studies have also demonstrated that the uncertainty in [CO$_2$] projections is mainly attributable to uncertainties in the response of the land carbon cycle (Jones et al., 2013; Friedlingstein et al., 2014), and the higher ends of climate projections are significantly warmer in the emission-driven simulations because of stronger carbon cycle feedbacks (Arora et al., 2013; Friedlingstein et al., 2014).

The seasonal cycle of [CO$_2$] is neglected in concentration-driven ESMs but it is considered in emission-driven simulations. There is a model consensus among the CMIP5 ESMs that the seasonal amplitude of [CO$_2$] continues to increase throughout the 21st century mostly due to enhanced ecosystem uptake during the Northern Hemisphere growing season (Zhao and Zeng, 2014), but its trend for the historical period is not well simulated (Graven et al., 2013). The use of the observed seasonal cycle of [CO$_2$] to constrain the parameterization of terrestrial processes in ESMs was also emphasized in Alexandrov (2014).

To help quantify the feedbacks between carbon cycle and climate, Friedlingstein et al. (2006) proposed the carbon-concentration and carbon-climate feedback parameters, which were further discussed and developed by Arora et al. (2013) and Boer and Arora (2013). While the temperature-[CO$_2$] feedback can be directly computed from emission- and concentration-driven CMIP5 simulations, the separation of the carbon–climate and carbon–concentration feedbacks requires additional simulations (e.g. the simulation with 1 % increase of [CO$_2$] per year; see Arora et al., 2013).
Building upon these studies, the purpose of this study is to quantify and understand the differences in carbon cycle and temperature projections from emission- and concentration-driven CMIP5 simulations. Specifically two questions will be addressed: how large are the differences in the carbon uptake, [CO$_2$], and temperature from these two types of experiments, and how can we characterize the temporal variation of temperature-[CO$_2$] feedback in each ESM between these experiments? The eight ESMs and the emission- and concentration-driven simulations are discussed in Sect. 2, while the results are presented in Sect. 3. The conclusions are given in Sect. 4.

2 Models and simulations

We choose ESMs with relevant output variables from at least one ensemble member for the historical (1850–2005 or 1861–2005) and future (2006–2100) simulations. Among the four future RCPs (RCP2.6, RCP4.5, RCP6.0, and RCP8.5) (Moss et al., 2010) developed for CMIP5 which has been set up as a major input into AR5, RCP8.5 is the only emission-driven core experiment proposed for CMIP5 exercise. Therefore, here we choose the high-emission RCP8.5 scenario under which the total radiative forcing estimated by the IAMs will be around 8.5 W m$^{-2}$ in 2100. The differences between the concentration- and emission-driven simulations are expected to be smaller in magnitude for other scenarios if they are implemented (Booth et al., 2013). In this way, only eight ESMs from the CMIP5 are available and selected: BUN-ESM, CanESM2, CESM1-BGC, GFDL-ESM2G, GFDL-ESM2M, INMCM4, MIROC-ESM, and MPI-ESM-LR. Four of them (BNU-ESM, CESM1-BGC, MIROC-ESM, and MPI-ESM-LR) produced time-varying three-dimensional [CO$_2$] in the emission-driven experiments which need to be vertically and horizontally integrated to provide globally averaged [CO$_2$] used in our analysis. Taylor et al. (2012) discussed in detail the setup of the CMIP5 experiments, and Arora et al. (2013) gave an initial analysis of the CMIP5 emission-driven runs with a brief introduction to some of the ESMs used here.
The preset value of \([\text{CO}_2]\) in the concentration-driven simulations is harmonized to be consistent with the observations and inventories by the MAGICC model (Meinshausen et al., 2011) for the historical period and developed by an IAM (i.e. MESSAGE) (Van Vuuren et al., 2011b) for the RCP8.5 scenario. These global annual mean values are linearly interpolated to each month for use in the ESMs. The corresponding CO\(_2\) emissions from fossil fuel simulated by these IAMs are used in emission-driven ESM simulations. The emissions of other greenhouse gases and aerosols are treated as externally specified in both types of simulations. The RCP8.5 repository also includes the land use change (LUC) emission data, but the use of these data differs among ESMs.

3 Results

3.1 Differences in the carbon uptake, \([\text{CO}_2]\), and temperature from emission- and concentration-driven simulations

The annual differences in the atmospheric CO\(_2\) mass between emission- and concentration-driven simulations show very different temporal variations across the ESMs from 1850 to 2100 (Fig. 1a). GFDL-ESM2G and GFDL-ESM2M have the positive differences for the whole period. The differences in MPI-ESM-LR show alternatively positive and negative variations on a time-scale of several tens of years and stay positive over the last three decades. The results of BNU-ESM, CanESM2, CESM1-BGC, and MIROC-ESM show negative differences followed by positive values. INMCM4 has positive differences between 2001 and 2066 but negative values before or after this period. Given the approximate conversion factor of 1 ppm \([\text{CO}_2]\) increase per 7.77 Pg CO\(_2\) that remains in the atmosphere, the \([\text{CO}_2]\) differences vary from \(-3.0\) ppm in MPI-ESM-LR to \(18.3\) ppm in CESM1-BGC by 2005 (Table 1). These differences become much larger in magnitude by 2100: from \(-19.7\) ppm (in INMCM4) to \(+207.3\) ppm (in MIROC-ESM), or from \(-2.1\) to \(+22.1\) % compared with [\text{CO}_2] in 2100
in the concentration-driven simulations (Table 1). The highest bias in MIROC-ESM by 2100 is probably due to its strong land carbon-climate feedback (Arora et al., 2013).

These [CO$_2$] differences are related to the land and ocean accumulated carbon uptake differences between emission- and concentration-driven simulations (Fig. 1b and c). The changes in land and ocean carbon pools range from about $-184.3$ to $+245.0$ Pg CO$_2$ by 2100. Here an outlier of large terrestrial assimilation reduction in INMCM4 is excluded, largely because INMCM4 uses prescribed LUC emissions as an external forcing rather than calculates the emissions from the imposed land cover change scenarios. The accumulated differences by 2100 over land are close to or slightly greater than those over ocean in all ESMs (Fig. 3b and c), since terrestrial differences show more spatial heterogeneities and have larger magnitudes in individual grid boxes (not shown). The concentration-driven carbon uptake in CanESM2 is weaker over ocean and stronger over land than the observations for the 1850–2005 period (Arora et al., 2011), and this bias becomes worse in the emission-driven simulation as indicated by the negative differences over ocean (Fig. 1c) and positive differences over land (Fig. 1b) by 2005. Generally, the oceanic solubility pump and organic and carbonate pumps are relatively simple and spatially homogenous compared to the terrestrial carbon uptake, so the oceanic difference curves are much smoother from year to year. Since positive carbon uptakes over land and ocean are associated with negative changes of [CO$_2$], the contributions from all ESMs except INMCM4 to the change in [CO$_2$] by 2100 vary from $-20.7$ to $+23.7$ ppm over land, and vary from $-31.5$ to $-0.9$ ppm over ocean. The abnormal terrestrial contribution in INMCM4 is as large as $+139.4$ ppm with a much smaller oceanic contribution of $-1.5$ ppm.

Note that the comparable accumulated differences (between emission- and concentration-driven simulations) by 2100 over land versus over ocean in Fig. 1b and c do not contradict with previous studies based on emission-driven simulations only. For instance, the inter-model discrepancy on a global scale was found to be dominated by the diverse treatments of the land carbon cycle as the processes that determine ocean carbon uptake are generally similar across the models (Arora et al., 2013; Friedlingstein
et al., 2014). The general positive $[\text{CO}_2]$ differences by the end of historical period are partly contributed by the weak ocean carbon uptake (Hoffman et al., 2014). Also following Hoffman et al. (2014), we have computed the ratio of ocean carbon accumulation over atmospheric accumulation in the emission-driven simulation for each ESM. The median of modelled ratios declines from 0.60 by 2005 to 0.29 by 2100. This indicates the relative weakening of ocean carbon uptake, contributing to the larger $[\text{CO}_2]$ differences between emission- and concentration-driven simulations in the 21st century (Fig. 1a).

Based on mass conservation in the earth system, the total anthropogenic carbon emission can be computed as the sum of changes in the three carbon pools (atmosphere, land, and ocean). The same approach was used in Jones et al. (2013) and Gillett et al. (2013). Hoffman et al. (2014) used a slightly different approach by including carbon fluxes due to LUC implicitly in the land carbon pool. Figure 1d shows that the differences of diagnosed emissions between emission- and concentration-driven simulations differ substantially among ESMs. By 2100, these differences vary from $-1225\, \text{Pg CO}_2$ in INMCM4 to $+1854\, \text{Pg CO}_2$ in CESM1-BGC (or $-17.6$ and $+21.5\%$ of the total emissions from the corresponding emission-driven simulations of these models). These differences are caused by the differences in carbon gains because of $\text{CO}_2$ fertilization and carbon loss from LUC and warming. The negative difference in INMCM4 is mostly owing to its failure to properly represent carbon release to the atmosphere associated with land-use change, while the large positive differences in CanESM2 and CESM1-BGC are due to their higher climate-carbon cycle feedback than the IAMs (Jones et al., 2013; Piao et al., 2013).

Besides the annual mean $[\text{CO}_2]$ differences between emission- and concentration-driven simulations, seasonal $[\text{CO}_2]$ differences are also expected for obvious reasons (Fig. 2a). The seasonal cycle of $[\text{CO}_2]$ in emission-driven simulations is primarily driven by the vegetation photosynthesis and respiration seasonality over land, and the observed $[\text{CO}_2]$ (GLOBALVIEW-CO2, 2012) reaches its maximum in April–May and minimum in August–September. Among the eight ESMs, MPI-ESM-LR shows the
best performance, but its seasonal amplitude (3.55 ppm) is still just 83% of the observed value (4.29 ppm) followed by MIRCO-ESM (2.70 ppm) and the two GFDL models (around 2.2 ppm). The other four ESMs have much weaker seasonal amplitudes. They also have phase errors; e.g., the minimum value occurs in October in CanESM2 and CESM1-BGC and in July in INMCM4.

All the ESMs have minimal $[\text{CO}_2]$ seasonality in concentration-driven simulations, because they linearly interpolate the prescribed annual mean $[\text{CO}_2]$ to the atmospheric carbon pool uniformly. Note that CESM1-BGC (and BNU-ESM whose atmospheric component is based on CESM1-BGC) also computes a three-dimensional $\text{CO}_2$ tracer driven by land and ocean surface $\text{CO}_2$ fluxes as well as fossil fuel emissions in the concentration-driven simulations. The resulting global average $[\text{CO}_2]$ does have a seasonal cycle, and this seasonality is nearly the same as that in the emission-driven simulation. However, the $\text{CO}_2$ tracer is purely diagnostic and its values are not used by any radiative or biogeochemical computation (K. Lindsay, personal communication, 2013) and hence are not discussed here.

The global annual mean temperature is also different between the emission- and concentration-driven simulations due to the radiative and biogeochemical effects of $[\text{CO}_2]$ (Fig. 3a), and the differences vary from $-0.36 \, ^\circ \text{C}$ (in INMCM4) to $+1.10 \, ^\circ \text{C}$ (in MIROC-ESM) in the year 2100. These differences are larger over land (from $-0.51$ to $+1.58 \, ^\circ \text{C}$) (Fig. 3b) than over ocean (from $-0.29$ to $+0.92 \, ^\circ \text{C}$) (Fig. 3c). The global warming spreads from 3.11 to 5.47 $^\circ \text{C}$ (computed as the 20 year average difference between 2081–2100 and 1850–1869/1861–1880) in concentration-driven simulations across different ESMs (Table 1). The corresponding additional warming/cooling with a range of $-0.21$ to $+0.94 \, ^\circ \text{C}$ in emission-driven simulations (Table 1) are $-6.8$ to $+17.2$% of the above warming from 1850/1861 to 2100. In particular, the spread in the warming among the eight ESMs increases from $2.36 \, ^\circ \text{C}$ ($= 5.47 - 3.11$) in concentration-driven simulations to $3.51 \, ^\circ \text{C}$ ($= 6.50 - 2.99$) in emission-driven simulations.

The correlation coefficients between the simulated and observed global annual mean temperature from HadCRUT4.2 (Morice et al., 2012) over 1850–2005/1861–2005
are all positive and significant at the 0.01 level. They change little between the concentration- and emission-driven simulations (Table 1), suggesting that there is no significant change in the hindcast skill of long-term temperature trends during this period.

3.2 The temperature-[CO$_2$] feedback

There are various metrics of climate-carbon cycle feedbacks useful for the model intercomparison and climate change mitigation policy (Friedlingstein et al., 2006; Gillett et al., 2013). There is no reason to expect a linear model to accurately characterize the nonlinear climate system, as the system is sensitive to the temporal rate of change in [CO$_2$] trajectory as well as its mean state. Nevertheless the feedback parameters provide insight into the behavior of the coupled carbon-climate system and also provide a useful common framework for comparing models (Arora et al., 2013). For instance, the change of [CO$_2$] is closely associated with the change of temperature and then the climate sensitivity parameter $\alpha$ can be obtained through a linear regression:

$$\Delta T = \alpha \Delta [\text{CO}_2] + b$$

where $\Delta T$ and $\Delta [\text{CO}_2]$ are the changes of global annual mean temperature and [CO$_2$] relative to the beginning of the historical simulations, with $b$ representing the intercept. When Eq. (1) is applied to the differences between two simulations (e.g. between simulations with constant [CO$_2$] with time versus doubling of [CO$_2$]), $b = 0$, and $\alpha$ becomes the same as that defined in Friedlingstein et al. (2006). The smallest $\alpha$ in INMCM4 among the eight ESMs in Table 2 is consistent with the finding in Booth et al. (2013) that temperature is least sensitive to the same magnitude of variation in [CO$_2$] in INMCM4 compared to other CMIP5 ESMs. The multi-model mean $\alpha$ values during the period of 1980–2005 are nearly the same (1.45 versus 1.44 K per 100 ppm) between the concentration- and emission-driven simulations, and they are 17–18% higher than the observation-based estimation (1.23 K per 100 ppm). However, the upper and lower
bounds of $\alpha$ are changed in different experiments, leading to a narrower range in the emission-driven simulations (Table 2).

Table 2 shows that $\alpha$ decreases significantly from the period of 1980–2005 to 2075–2100 in all ESMs. Since the radiative forcing and hence temperature change is more likely associated with the logarithm of $[CO_2]$ rather than $[CO_2]$ itself (Cadule et al., 2009), we can define a similar feedback coefficient $\alpha'$ from:

$$\Delta T = \alpha' \Delta \ln[CO_2] + b. \quad (2)$$

Table 2 shows that indeed, the relative variation of $\alpha'$ from the period of 1980–2005 to 2075–2100 is overall much smaller than that of $\alpha$. For instance, the median of $\alpha$ decreases by a factor of 2.72 from 1.42 to 0.52 K per 100 ppm in the concentration-driven simulations from 1980–2005 to 2075–2100, while the median of $\alpha'$ decreases by 15% only from 5.08 to 4.32 K. Based on Eqs. (1) and (2), $\alpha$ equals $\alpha'$ divided by $[CO_2]$. Therefore, the large decrease of $\alpha$ from 1980–2005 to 2075–2100 can be partially explained by the increase of $[CO_2]$ by a factor of $\sim$2.3. On the other hand, the inter-model discrepancy remains large; for instance, the standard deviation of $\alpha$ relative to its mean is 0.376 in the concentration-driven experiments, very close to that of $\alpha'$ (0.375) in the emission-driven experiments over 1980–2005.

A similar comparison was done over a longer period of 51 years (from 1955–2005 and from 2050–2100) with similar conclusions. For instance, the multi-model median of $\alpha$ decreases by a factor of 2.27 in the concentration-driven simulations from 1955–2005 to 2050–2100, while the median of $\alpha'$ decreases by 6.9% only. Therefore, $\alpha'$ is less sensitive than $\alpha$ to the period used for calculation, and hence represents a more robust metric to quantify the temperature-$[CO_2]$ feedback in different periods.

The values of $\alpha'$ are helpful to understand the differences between the emission- and concentration-driven simulations discussed in Sect. 3.1. For instance, the $[CO_2]$ difference by 2100 is similar for CESM1-BGC and MIROC-ESM (Fig. 1a), and it is much greater than that by 2000. Therefore, this $[CO_2]$ difference by 2100 can be approximated by the difference of $[CO_2]$ difference (at 2100 versus at 2000) between the
emission- and concentration-driven simulations. Because of the larger $\alpha'$ values in the 21st century from MIROC-ESM (Table 2), the temperature difference by 2100 is much larger in MIROC-ESM than in CESM1-BGC (Fig. 3a).

The monthly temperature-[CO$_2$] relationship within a year is very different from that the annual relationship discussed so far. With the small [CO$_2$] seasonality, the temperature seasonality is nearly the same between the two types of simulations (Fig. 2b and c). Furthermore, the annual cycles of temperature in all ESMs (except CanESM2 over Northern Hemisphere and BNU-ESM over both hemispheres) agree well with observations.

4 Conclusions

The differences of [CO$_2$], land and ocean carbon uptakes, and surface air temperature between the emission- and concentration-driven simulations are investigated using all eight process-based ESMs with relevant output variables available under the CMIP5 framework. Under the RCP8.5 scenario, the [CO$_2$] differences by 2100 vary from $-19.7$ ppm in INMCM4 to $+207.3$ ppm in MIROC-ESM, or $-2.1$ to $+22.1$ % compared with [CO$_2$] in 2100 in the corresponding concentration-driven simulations. The diagnosed accumulated CO$_2$ emission differences in 2100 are also large, varying from $-1225$ Pg CO$_2$ in INMCM4 to $+1854$ Pg CO$_2$ in CESM1-BGC. Emission-driven simulations also significantly increase the spread in the global warming (or temperature difference between 2081–2100 and 1850–1869 or 1861–1880) across the eight ESMs by 49 % from 2.36 K (i.e. between 3.11 and 5.47 K) in the concentration-driven simulations to 3.51 K (between 2.99 and 6.50 K).

The two types of simulations even affect the relationship between the changes of temperature and [CO$_2$], as quantified by the climate sensitivity parameter $\alpha$ in Eq. (1) in each ESM, but these simulations do not affect much the ESM-averaged $\alpha$. Furthermore, while $\alpha$ is strongly dependent on the period (with different global mean [CO$_2$] and temperature), this dependence is much less for $\alpha'$ computed from Eq. (2). Therefore,
we suggest that $\alpha'$ rather than $\alpha$ should be used as the metric to quantify the climate-carbon cycle sensitivity. Similarly, the logarithm of $[CO_2]$ rather than $[CO_2]$ itself is suggested to be used in the computation of the feedback parameter $\gamma$ (Friedlingstein et al., 2006; Boer and Arora, 2013) or the similar parameter in Gillett et al. (2013). On the other hand, the inter-model relative variations of both $\alpha$ and $\alpha'$ remain large, suggesting the need of more detailed studies (e.g. comparing $\alpha'$ at regional scales) to understand and hopefully reduce these discrepancies.

The observed seasonal amplitude of global $[CO_2]$ is 1.2 times the value of MPI-ESM-LR and 5.3 times the value of CanESM2, with other models falling in the range of 1.6–4.4 times. Recognizing the difficulty in validating the carbon cycle from ESMs (e.g. Shao et al., 2013), well-observed seasonal cycle of global $[CO_2]$ provides a reliable benchmark for the evaluation of emission-driven simulations. Therefore a low-hanging fruit would be to improve the seasonal cycle (including both amplitude and phase) of ESMs in emission-driven simulations.

Recognizing the differences in the carbon cycle, temperature, and their relationship in these two types of simulations, where do we go from here? Concentration-driven simulations are more strongly constrained, and they are the only simulations possible for ESMs without the full carbon cycle over land and ocean. Emission-driven simulations involve the full effects of carbon cycle feedbacks in the earth system. They are more physically consistent but are less strongly constrained. To move forward as a community, IAMs and ESMs need to be better integrated so that $[CO_2]$ from the emission-driven simulations becomes more consistent with that from IAMs and the diagnosed accumulated anthropogenic emissions from two types of simulations become more consistent. This could be facilitated by the better integration of IPCC Working Groups I and II. For instance, IAMs could consider using ESMs of intermediate complexity (Zickfeld et al., 2013) or their simplified versions under the constraint of maintaining computational efficiency, while ESMs could consider adopting the LUC treatment from IAMs.
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Table 1. The differences of global annual [CO$_2$] concentration by 2005 and by 2100 between the emission- and concentration-driven (E-driven and C-driven) simulations (first two columns) with the ratios (in percentage) of the values in the second column over [CO$_2$] in 2100 in the concentration-driven simulations shown in parentheses (2nd column), the 20 yr average global surface air temperature differences between 2081–2100 and 1850–1869/1861–1880 in the C- and E-driven simulations (3rd and 4th columns) and their differences (between E- and C-driven simulations) with an asterisk indicating the statistical significance at $P < 0.01$ (5th column), and the correlation coefficients (all significant at $P < 0.01$) between simulated surface air temperature and the observation (from HadCRUT4.2; Morice et al., 2012) during the historical period (from 1850 or 1861 to 2005) (last two columns).

<table>
<thead>
<tr>
<th></th>
<th>Concentration difference [ppm]</th>
<th>Temperature difference [K]</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>by 2005</td>
<td>by 2100</td>
<td>C-driven</td>
</tr>
<tr>
<td>BNU-ESM</td>
<td>+5.3</td>
<td>+62.1 (6.6)</td>
<td>5.30</td>
</tr>
<tr>
<td>CanESM2</td>
<td>+7.8</td>
<td>+111.2 (11.8)</td>
<td>5.33</td>
</tr>
<tr>
<td>CESM1-BGC</td>
<td>+18.3</td>
<td>+200.7 (21.4)</td>
<td>4.36</td>
</tr>
<tr>
<td>GFDL-ESM2G</td>
<td>+9.6</td>
<td>+50.6 (5.4)</td>
<td>3.23</td>
</tr>
<tr>
<td>GFDL-ESM2M</td>
<td>+17.1</td>
<td>+48.6 (5.2)</td>
<td>3.12</td>
</tr>
<tr>
<td>INMCM4</td>
<td>+1.3</td>
<td>−19.7 (−2.1)</td>
<td>3.11</td>
</tr>
<tr>
<td>MIROC-ESM</td>
<td>+9.9</td>
<td>+207.3 (22.1)</td>
<td>5.47</td>
</tr>
<tr>
<td>MIP-ESM-LR</td>
<td>−3.0</td>
<td>+26.2 (2.8)</td>
<td>4.26</td>
</tr>
<tr>
<td>Multimodel Mean</td>
<td>+8.3</td>
<td>+85.9 (9.1)</td>
<td>4.27</td>
</tr>
<tr>
<td>Median</td>
<td>+8.7</td>
<td>+56.3 (6.0)</td>
<td>4.31</td>
</tr>
</tbody>
</table>
Table 2. Temperature-concentration feedback coefficients $\alpha$ (K per 100 ppm) and $\alpha'$ (K; shown in parentheses) which are computed from Eqs. (1) and (2). All the values are significant at the 1% level. The observed value is computed using the data from GLOBALVIEW-CO2 (2012) and HadCRUT4.2 (Morice et al., 2012).

<table>
<thead>
<tr>
<th>Model</th>
<th>Concentration-driven</th>
<th>Emission-driven</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNU-ESM</td>
<td>1.87 (6.67) 0.55 (4.54)</td>
<td>1.85 (6.66) 0.50 (4.42)</td>
</tr>
<tr>
<td>CanESM2</td>
<td>2.04 (7.26) 0.62 (5.15)</td>
<td>1.88 (6.76) 0.59 (5.42)</td>
</tr>
<tr>
<td>CESM1-BGC</td>
<td>1.57 (5.60) 0.50 (4.09)</td>
<td>1.70 (6.30) 0.42 (4.14)</td>
</tr>
<tr>
<td>GFDL-ESM2G</td>
<td>2.07 (7.41) 0.46 (3.80)</td>
<td>1.03 (3.80) 0.38 (3.32)</td>
</tr>
<tr>
<td>GFDL-ESM2M</td>
<td>1.26 (4.50) 0.41 (3.34)</td>
<td>0.98 (3.65) 0.40 (3.47)</td>
</tr>
<tr>
<td>INMCM4</td>
<td>0.54 (1.94) 0.34 (2.80)</td>
<td>0.96 (3.44) 0.36 (2.93)</td>
</tr>
<tr>
<td>MIROC-ESM</td>
<td>1.27 (4.55) 0.74 (6.08)</td>
<td>1.40 (5.14) 0.73 (7.09)</td>
</tr>
<tr>
<td>MPI-ESM-LR</td>
<td>0.95 (3.38) 0.57 (4.76)</td>
<td>1.71 (6.14) 0.46 (3.86)</td>
</tr>
<tr>
<td>Multimodel mean</td>
<td>1.45 (5.16) 0.52 (4.32)</td>
<td>1.44 (5.24) 0.48 (4.33)</td>
</tr>
<tr>
<td>Multimodel median</td>
<td>1.42 (5.08) 0.52 (4.32)</td>
<td>1.55 (5.64) 0.44 (4.00)</td>
</tr>
<tr>
<td>Observation</td>
<td>1.23 (4.39) –</td>
<td>1.23 (4.39) –</td>
</tr>
</tbody>
</table>
Figure 1. The annual differences between the emission- and concentration-driven simulations during 1850–2100: (a) atmospheric CO$_2$ mass, accumulated net carbon uptake by the land (b) and ocean (c), and (d) diagnostic accumulated emissions computed as the sum of variations in the atmospheric, terrestrial and oceanic carbon pools. All ordinate units are converted to Pg CO$_2$, and positive values denote increment into the corresponding carbon pool.
Figure 2. Seasonal cycles of $[\text{CO}_2]$ (ppm) (a), surface air temperature ($^\circ$C) in the Northern Hemisphere (b) and in the Southern Hemisphere (c) during 1980–2011 after removing the annual mean and the trend. The observed values denoted by the solid black lines are from GLOBALVIEW-CO2 (2012) and HadCRUT4.2 (Moric et al., 2012) for the same period.
Figure 3. The 11 yr running mean of annual global (a), terrestrial (b), and oceanic (c) surface air temperature differences between the emission- and concentration-driven simulations.