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Abstract

As a consequence of current and projected climate change in temperate regions of
Europe, agricultural pests and diseases are expected to occur more frequently and
possibly to extend to previously not affected regions. Given their economic and eco-
logical relevance, detailed forecasting tools for various pests and diseases have been5

developed, which model their phenology depending on actual weather conditions and
suggest management decisions on that basis. Assessing the future risk of pest-related
damages requires future weather data at high temporal and spatial resolution. Here,
we use a combined stochastic weather generator and re-sampling procedure for pro-
ducing site-specific hourly weather series representing present and future (1980–200910

and 2045–2074 time periods) climate conditions in Switzerland. The climate change
scenarios originate from the ENSEMBLES multi-model projections and provide proba-
bilistic information on future regional changes in temperature and precipitation. Hourly
weather series are produced by first generating daily weather data for these climate
scenarios and then using a nearest neighbor re-sampling approach for creating realis-15

tic diurnal cycles. These hourly weather series are then used for modeling the impact
of climate change on important life phases of the codling moth and on the number of
predicted infection days of fire blight. Codling moth (Cydia pomonella) and fire blight
(Erwinia amylovora) are two major pest and disease threats to apple, one of the most
important commercial and rural crops across Europe. Results for the codling moth20

indicate a shift in the occurrence and duration of life phases relevant for pest con-
trol. In southern Switzerland, a 3rd generation per season occurs only very rarely
under today’s climate conditions but is projected to become normal in the 2045–2074
time period. While the potential risk for a 3rd generation is also significantly increas-
ing in northern Switzerland (for most stations from roughly 1 % on average today to25

over 60 % in the future for the median climate change signal of the multi-model projec-
tions), the actual risk will critically depend on the pace of the adaptation of the codling
moth with respect to the critical photoperiod. To control this additional generation,
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an intensification and prolongation of control measures (e.g., insecticides) will be re-
quired, implying an increasing risk of pesticide resistances. For fire blight, the projected
changes in infection days are less certain due to uncertainties in the leaf wetness ap-
proximation and the simulation of the blooming period. Two compensating effects are
projected, warmer temperatures favoring infections are balanced by a temperature-5

induced advancement of the blooming period, leading to no significant change in the
number of infection days under future climate conditions for most stations.

1 Introduction

Projected climate change is expected to lead to higher temperatures and less stable
precipitation regimes in temperate regions of Europe, impacting the agricultural sec-10

tor by increased risk of drought and heat waves (e.g., Meehl and Tebaldi, 2004; Schär
et al., 2004; Hlavinka et al., 2009) or flooding (e.g., Christensen and Christensen, 2003;
Frei et al., 2006), respectively. Beside these direct impacts, agriculture is also largely
affected by indirect effects of climate change, such as changes in pest and disease
populations (e.g., Trnka et al., 2007). The development, reproduction and distribution15

of arthropods are strongly determined by temperature (ectothermy). Consequently,
both an earlier beginning and prolongation of the season, as well as distribution shifts
poleward and to higher elevations have been observed for many insect pests (Parme-
san et al., 1999; Altermatt, 2010) and plant diseases (Coakley et al., 1999; Eastburn
et al., 2011) in parallel with recent warming. With the projected further temperature20

increase, agricultural pests and diseases are expected to occur more frequently and
possibly extend to previously not affected regions.

Already today, apple orchards are constantly threatened by pests and diseases, and
the production depends on effective pest and disease control measures. In order to
avoid unnecessary treatments and with regard to sustainable plant protection strate-25

gies, accurate pest and disease forecasting tools have been developed to predict the
infestation depending on actual weather conditions. The development of pests and
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diseases is most successfully predicted if the microclimate of the immediate environ-
ment (habitat) of the causative organisms can be simulated (Samietz et al., 2007). As-
sessing the risk of pest-related damages as a consequence of climate change there-
fore requires information on future weather for the pest relevant habitats and on the
appropriate time scale (i.e., hourly temporal resolution). As reliable information on cli-5

mate change is only available on coarse temporal and spatial resolution from climate
models, a statistical downscaling needs to be applied (e.g., Calanca et al., 2009).

Here we developed and applied an application-specific downscaling procedure
based on the combination of a stochastic weather generator (WG, to generate daily
weather series) and a subsequent re-sampling (to obtain hourly weather series) to10

translate probabilistic climate model scenarios into suitable weather series for pest and
disease modeling. Stochastic WGs have been successfully applied to downscale infor-
mation from climate scenarios (e.g., Wilks, 2002; Calanca et al., 2009; Semenov et al.,
2010). Unlike the simple delta change approach (i.e., the additive/multiplicative scaling
of historic records with projected climate change signals; e.g., Hay et al., 2000), the15

use of a stochastic WG allows for the generation of multiple realizations of the present
and future climate, allowing to assess the uncertainty in the application model due
to natural climate variability. Two basic categories of stochastic WGs are in use to-
day. They differ in the applied precipitation model to simulate the sequence of wet and
dry spells, namely Markov-chain based (or “Richardson-type”; Richardson, 1981) and20

spell-length model types (e.g., “LARS-WG”; Racsko et al., 1991). WGs of both types
mainly operate on a daily time scale. Hourly outputs are less common, but can be
realized by applying a re-sampling approach subsequent to the generation of the daily
time series (e.g., Mezghani and Hingray, 2009; Dubrovsky et al., 2011). In general,
the downscaling procedure needs to be designed for the requirements of the particular25

application and its performance must be specifically tested for assuring an appropriate
representation of the driving weather characteristics.

As a case study, we examined the influence of climate change in Switzerland (i.e., at
the location of ten meteorological stations) on the future threat of codling moth (Cydia
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pomonella) and of fire blight. The codling moth is the major insect pest in apple or-
chards worldwide (Dorn et al., 1999) and damage is caused by the larvae, which burrow
into the fruit to feed on the flesh. Depending on the climatic condition (and genetically
determined phenology), the species can form up to five generations per year in the
warmest apple growing regions or only one generation in the coolest production areas5

(Riedl, 1983; Janjua et al., 1958). Fire blight is the most serious current and long-term
threat to commercial production of apple and pear in Switzerland and across Europe
(Bonn and van der Zwet, 2000). It is caused by the invasive quarantine pathogen
Erwinia amylovora, which was first introduced from North America into the U.K. and
Northern Europe in the late 1950s, and has spread throughout Europe over the past10

three decades (Jock et al., 2002). While the development of the codling moth is pri-
marily a function of temperature and solar radiation, fire blight disease is additionally
highly dependent on leaf wetness (induced by dew or rain).

In the present study we exemplify how to close the gap between climate change
scenarios and impact modeling of pests and diseases on hourly time scale. First we15

introduce the climate change scenarios together with the downscaling procedure, the
applied pest and disease models, and the validation procedure. Then the results of the
validation, the derived climate change signals, and the scenarios for codling moth and
fire blight are presented and discussed, followed by an overall summary and conclu-
sion.20

2 Methods

2.1 Climate change scenarios

The climate change information was taken from the regional climate simulations of the
EU-FP6 project ENSEMBLES (van der Linden and Mitchell, 2009). This data base
includes 21 regional climate models (RCMs) driven by eight global climate models25

(GCMs), all simulating the A1B SRES emission scenario (Nakicenovic et al., 2000)
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in a transient mode covering at least the 1950–2050 time period. Here, the periods
2045–2074 vs. 1980–2009 were considered for the analysis, based on the subset of
simulations (14 RCM-GCM chains with six GCMs involved) which ran beyond 2050.
Note that the RCM-GCM chain “HIRHAM (DMI)” driven by “BCM (NERSC)” was ex-
cluded due to a simulation error reported by DMI at the time of this analysis (Fischer5

et al., 2011).
Using a Bayesian multi-model combination algorithm (Buser et al., 2009), the simula-

tions were processed and aggregated to obtain seasonal probabilistic climate change
signals of changes in temperature and precipitation for three domains in Switzerland
(see Fig. 1). The spatial extent of the domains was determined semi-empirically based10

on the spatial correlation structure of temperature and precipitation. For details of the
approach, see Fischer et al. (2011).

Despite large improvements in climate modeling during recent years, climate change
projections are still associated with considerable uncertainties. By considering a multi-
model ensemble based on structurally different models, some of this uncertainty can15

be taken into account (Tebaldi and Knutti, 2007). While the level of scientific under-
standing is reasonably high for temperature and precipitation, other climate variables
or inter-annual variability (as compared to the climate mean) are less well simulated
(e.g., due to limited process understanding). Thus we confined ourselves to the in-
clusion of changes in the climate mean of temperature and precipitation (including the20

precipitation parameters intensity, frequency and dry-to-wet transition probability for the
fire blight simulations, see below). In particular, we did not include simulated changes
in relative humidity and solar radiation, as both still include considerable uncertainties
(e.g., Wild, 2009; Sherwood et al., 2010).

From the probabilistic climate change signals, we considered three temperature and25

precipitation combinations for the investigation of climate change impacts on codling
moth: the median signals of the multi-model projections for both mean temperature
and precipitation, a combination of high temperature and low precipitation change, and
a combination of low temperature and high precipitation change. These combinations
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cover the uncertainty range of the multi-model projections (as represented by the 95 %
confidence intervals of the posterior distributions, see Fischer et al., 2011) and are
based on the assumption that changes in temperature and precipitation tend to be
negatively correlated, at least during the summer season (e.g., Schär et al., 2004;
Vidale et al., 2007). In addition, the full (and extended) range of the climate change5

signals was exploited using indicative temperature sums for the occurrence of codling
moth life phases instead of the full pest model (see Sect. 2.3.1).

In addition to mean temperature and precipitation, also changes in precipitation fre-
quency and intensity, as well as changes in the transition probability from dry to wet
days used in the Markov model of the stochastic weather generator (see Sect. 2.2)10

were included for the fire blight simulations, as infection with fire blight is triggered by
humidity events (i.e., rain and leaf wetness, see Sect. 2.3.2). Only the median climate
change signals were considered for the fire blight scenarios. The signals of the addi-
tional precipitation parameters were derived from the daily output of the ENSEMBLES
RCMs. A wet-day threshold of 1 mm d−1 was applied to the raw precipitation model15

outputs to discriminate between wet and dry days (e.g., Frei et al., 2006). Precipitation
intensity and frequency were then processed using the same Bayesian approach as
in Fischer et al. (2011). For the parameter dry-to-wet transition probability, we solely
computed the median change signal empirically using the raw model output of the
ENSEMBLES RCMs and did not make use of the Bayesian algorithm. The reason for20

this approach lies in the difficulty to properly transform this parameter into a normally
distributed variable given different model-chains, seasons, regions and time periods –
an inherent assumption of the Bayesian algorithm (see Fischer et al., 2011). It would
also heavily complicate the determination of the prior assumption. Note that the dif-
ference between the empirically derived median climate change signal and the one25

derived from the Bayesian algorithm is usually marginal as analyzed at the example
of precipitation intensity, frequency, and its mean. This is because both approaches
implicitly rely on the assumption of a constant model bias now and in a future climate
(for more details we refer to Fischer et al., 2011).
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To ensure consistency between the median climate change signal in mean precip-
itation and the respective signals in precipitation intensity and frequency (changes in
percent), the following approach was applied: as mean precipitation can be considered
to be represented most reliably in the models among the three precipitation parame-
ters, its median signal (∆Pmean) from the climate models was kept unmodified. Then,5

based on the fact that the posterior uncertainty is generally smaller in the precipitation
intensity signal (∆Pint) than in the frequency signal (∆Pfreq), the median signal of the
former was also not modified, but the signal of the latter was adjusted if required (i.e.,
treated as residual) in order to fulfill

∆Pfreq =
1+∆Pmean

1+∆Pint
−1 . (1)10

2.2 Downscaling procedure

To downscale the seasonal climate change information to the time scales relevant for
the pest (i.e., hourly weather series at ten meteorological stations in Switzerland, see
Fig. 1), a stochastic daily weather generator (WG) combined with a re-sampling ap-
proach was applied (HOWGH; Dubrovsky et al., 2011). The stations were selected15

based on the availability of long-term (i.e., covering the 1980–2009 control period)
hourly and daily meteorological observations for the calibration of the downscaling pro-
cedure, and of in situ pest observations for the validation. In a first step, synthetic daily
weather series of precipitation, solar radiation and temperature (daily average and
range) were produced using the parametric stochastic WG M&Rfi (Dubrovsky et al.,20

2004), a Richardson-type WG (Richardson, 1981). It is based on a Markov chain to
model precipitation occurrence, Gamma distribution for the precipitation amount and
an autoregressive model for non-precipitation variables (with conditioned statistics of
the daily non-precipitation variables on occurrence or non-occurrence of precipitation).
The applied first-order Markov model is fully defined by the precipitation frequency and25

the transition probability from dry to wet days (see e.g., Wilks and Wilby, 1999). The
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stochastic WG was calibrated separately for each of the ten stations using the daily
meteorological observations to obtain the parameter set for present climate, which was
subsequently adjusted with the climate change signals (see previous section). The pa-
rameters of the precipitation sub-model were determined separately for the individual
months of the year, and the means and standard deviations of the non-precipitation5

variables were defined for the individual days of the year with annual cycles being
smoothed by a robust locally-weighted regression (Solow, 1988). If changes in pre-
cipitation frequency were applied, the effect on the mean values of non-precipitation
variables resulting from the difference between their conditioned wet-day and dry-day
means (e.g., increase in overall mean temperature with lower fraction of wet days)10

was offset when setting the mean change signals for these variables according to the
model scenarios (Dubrovsky et al., 2000). Using the WG parameter sets for present
and future climate conditions, 100 yr of synthetic daily weather were generated in each
case.

In a second step, a k-nearest neighbor re-sampling procedure was employed to dis-15

aggregate the daily weather series into hourly resolution. For each day of the synthetic
weather produced by the daily WG, the ten most similar days (i.e., k = 10) were se-
lected from the hourly station observations within a ±10-day time window around the
corresponding day of year. The similarity was quantified by the Mahalanobis distance
considering daily mean precipitation and temperature, daily temperature range, and so-20

lar radiation. From the selected ten daily cycles, one was randomly chosen. In a final
step, a multiplicative (additive) fitting was applied to the hourly values of precipitation
and solar radiation (temperature) to match the daily values generated by the WG. This
fitting procedure is necessary as the daily averages of the selected daily cycles do not
exactly fit the daily values used as predictors in the sampling procedure. In the case25

of temperature, also the midnight steps, which appear in the hourly series due to the
fact that the daily cycles selected by the sampling procedure for neighboring days are
not related, were reduced to obtain smooth transitions from day to day. As a part of the
re-sampling procedure, relative humidity from the same chosen observation day was
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added to the hourly output. The resulting synthetic hourly weather series for present
and future climate conditions (100 yr of synthetic data in each case) were subsequently
used to drive two pest and disease models at ten locations in Switzerland.

2.3 Pest and disease modeling

2.3.1 Codling moth5

The development of the codling moth was simulated (1) as complete phenologies of
all life stages and (2) with a simplified approach by using indicative temperature sums
of key events in the life cycle. Thereby the forecasting and decision support system
SOPRA (Samietz et al., 2007, 2008b) was used for detailed codling moth simulations.
SOPRA is a modeling tool consisting of single species models, which include close10

approximations of the microclimatic condition as prerequisite for successfully modeling
phenologies (Samietz et al., 2007). The system provides precise information about
the presence of different life phases of insects depending on local climate and gives
advice on the timing of corresponding management or monitoring activities. The de-
velopment of the different life phases of codling moth was simulated in terms of relative15

phenologies (in percentage of the population), starting with the pupae of the hibernat-
ing generation (100 %). As the development of the codling moth is highly determined
by temperature (see Sect. 1), the output of the codling moth model of SOPRA can
be used to derive indicative temperature sums (i.e., the sum of hourly temperatures
>10 ◦C, which is the developmental zero of the codling moth post diapause develop-20

ment, see e.g., Howell and Neven, 2000) for different codling moth life phases. Using
these indicative temperature sums, dates of occurrence (as day of year, DOY) can be
derived for the various life phases and the development of the generations over the year
can be modeled. Moreover, they enabled us to carry out sensitivity tests exploiting the
full (and extended) uncertainty range of the probabilistic climate change signals (see25

Sect. 2.1). The temperature-sum thresholds for the different life phases were derived
from SOPRA separately for each station.

502



D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

The analyzed life phases included the flight start of the codling moth adults in spring
after hibernation (first flight), eggs of the 1st generation, three phases for the hatching
of the 1st generation larvae (start, 20 % and 45 % of the population), the flight of the
1st generation (2nd flight), eggs of the 2nd generation, etc. Two temperatures were
considered as basis for the calculation of the temperature sums describing codling5

moth life phases, stem (Tstem) and air (Tair) temperature. The former determines the
flight start in spring, as the codling moth hibernates on the stem of the apple trees.
It was modeled as a function of Tair and solar radiation (SRAD), which is scaled to
represent the effective solar radiation at the stem (see Samietz et al., 2008a):

Tstem = Tair+const. ·SRAD ·10 (
1− 1

1+e(4−(0.05·(DOY−50)))

)
(2)

with const.=0.02279 ◦Cm2/W. For the later life phases, Tair is crucial for the develop-
ment of the codling moth.

The additional benefit of SOPRA compared to the indicative temperature sums is the
knowledge of the relative magnitude of the individual life phases (in %), as well as the15

possibility to include a day-length signal, which determines the start of the hibernation
(i.e., the diapause induction) and thus the absence of later life phases (see Sect. 3.3.1).
The impact of climate change on the future threat of codling moth was assessed based
on its influence on the pest phenology (shifts in occurrence of life phases, development
of an additional 3rd generation). In addition, the risk for the development of a 3rd20

generation was analyzed based on the probability of 3rd generation larvae starting to
hatch.

2.3.2 Fire blight

Simulations of the bacterial disease fire blight are based on the forecasting model
Maryblyt (Steiner, 1990; Steiner and Lightner, 1996; Duffy et al., 2008), which predicts25

infection days during the blossom period.
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For an infection day indication, several conditions must be fulfilled:

– Open blossoms (phenology)

– 110 cumulative degree-hours (cDH) >18.3 ◦C within the last 44.4 cumulative
degree-days (cDD) >4.4 ◦C

– Daily mean temperature >15.6 ◦C5

– Day with either dew/leaf wetness (>2 h) or rain of >0.25 mm

– Pathogen inoculum potential (assumed; Braun-Kiewnick et al., 2011)

When all these conditions are fulfilled, infection potential is indicated on the respective
day. The impact of climate change on fire blight infections was assessed based on
changes in the number of infection days per year, as well as on changes in the annual10

infection occurrence (i.e., occurrence and non-occurrence of infection in a particular
year).

The blooming period was simulated with a temperature-sum model. Here we focus
on the apple cultivar “Golden Delicious” as one of the main varieties globally. Using in
situ observations of flowering dates of “Golden Delicious” in Switzerland from 1981–15

2010, the following temperature-sum model and thresholds for the beginning and the
termination of the blooming period were derived (see also Stoeckli and Samietz, 2011):

– Temperature-sum model: sum of hourly temperatures >0 ◦C, starting day for sum-
mation = DOY 45

– Beginning of bloom: 10 590 (±1355) cDH20

– Flowering termination: 15 920 (±1425) cDH

The occurrence of leaf wetness was simulated with an empirical relative humidity
threshold. Such empirical approaches were shown to achieve almost as good results
as mechanistic models once a canopy specific threshold could be defined (Wichink
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Kruit et al., 2008). It was applied on the hourly time scale, based on a threshold of 77 %
relative humidity above which leaf wetness occurs. This is a intermediate threshold
based on the literature (e.g., Van Jaarsveld, 2004; Wichink Kruit et al., 2008).

2.4 Validation of the downscaling procedure

Validation of the downscaling procedure can be made in two ways, by a direct and an5

indirect validation. In the direct validation, climate and weather statistics of the syn-
thetic hourly weather series for present climate conditions are compared to observed
statistics to ensure consistency. This ensures that the basic weather statistics can be
reproduced by the downscaling procedure.

However, the application might be more dependent on certain weather variables than10

on others. Thus, the downscaling procedure needs to be further validated to ensure
that the modeling system as a whole successfully reproduces important characteristics
of the particular application. In such an indirect validation, the application model (i.e.,
the pest or disease model) is driven with the synthetic weather series, and the output
of the application model is then compared with in situ pest observations (if available),15

or with output from the application model driven with observed weather.
The indirect validation for the codling moth focused on the comparison of dates of

occurrences of the flight start in spring. This life phase is particularly important as it
determines (together with the onset of the hibernation in late summer) the length of
the codling moth season. Moreover, the flight start depends on the stem temperature20

(see Sect. 2.3.1), which in turn is a function of air temperature and solar radiation.
Thus, a successful representation of the flight start from the synthetic weather is a
sound test for the downscaling procedure. The occurrence of later life phases was
examined on the basis of their mean occurrences. For fire blight, the focus of the
indirect validation was on the number of infection days per year. As infection risk is25

influenced both by temperature and leaf wetness (Sect. 2.3.2), the indirect validation
for this application additionally provides a test on the performance of the downscaling
procedure for simulating precipitation and humidity.
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3 Results and discussion

3.1 Validation

Figure 2 shows the direct validation of the mean seasonal and daily cycles (in case of
the latter for the application-relevant seasons and separately for dry and wet days) of
temperature, precipitation and solar radiation at the station Wädenswil (WAE in Fig. 1).5

Compared are 29 yr of in situ observations (1981–2009) vs. 100 yr of synthetic weather
data. In general, there was good agreement between observed and synthetic weather.
Note that the direct validation for the other stations yielded similar results.

For the indirect validation, Fig. 3 (top row) shows the distributions of the start of
the first flight of the codling moth in spring from observed and synthetic weather, as10

well as the in situ observed first flight activity from traps. The location was again
Wädenswil where comprehensive phenological observations are available. There was
good agreement between the synthetic weather for today’s climate and both the in situ
observations and the flight start simulated from the observed weather, both in terms
of the median flight start (around mid-May) and the shape and spread of the distribu-15

tions. This was also confirmed by the non-significance of the applied non-parametric
Wilcoxon-Mann-Whitney (test for shift in location) and Kolmogorov-Smirnov (test for the
equality of continuous probability distributions) tests. Note that the in situ observed first
flight activity is expected to lag behind the actual flight start as it takes some time until
the moths are captured by the traps (H. Höhn, personal communication, 2011). As for20

the flight start, there was also general good agreement between observations-derived
and synthetic weather-derived mean occurrences of the later codling moth life phases
(Supplement Fig. 1). Again, the validation for the other stations yielded similar results.

For fire blight, Fig. 3 (bottom row) displays histograms of the number of infection days
per year from observed and from 100 yr of synthetic weather for today’s climate. The25

majority of the years (approx. 80 %) showed no infection days both in Wädenswil and
Magadino, while in the remaining years, this number ranged from 1 to 6. Both applied
non-parametric tests, i.e., the Wilcoxon-Mann-Whitney and the Kolmogorov-Smirnov
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tests, indicated no significant difference between the distributions from observed and
synthetic weather. Also, the Binomial test applied on the categories occurrence and
non-occurrence of infection in a particular year indicated no significant deviation be-
tween infections from observed and synthetic weather. Sensitivity tests with applying
relative humidity thresholds between 71 % and 87 % (see Sect. 2.3.2) demonstrated5

that the choice of the threshold was of minor importance for the resulting occurrence
of infection days. In particular, the indirect validation always showed good agreement
(i.e., non-significance in the mentioned tests, 5 % significance levels) between the dis-
tributions of yearly infection days from observed and today’s synthetic weather.

Overall, both the direct and indirect validation revealed a good quality of the gener-10

ated synthetic weather data and the applied downscaling procedure appeared capable
of reproducing the important weather characteristics for the applied pest and disease
models.

3.2 Climate change signals

A short summary on the climate change signals in mean temperature and precipi-15

tation, as well as on the derived changes in precipitation parameters from the daily
output of the ENSEMBLES RCMs is given here. The latter were used for the fire blight
simulations and include changes in precipitation frequency and intensity, and in the
transition probability from dry to wet used in the Markov model of the stochastic WG.
Note that the adjustments of the original median climate change signals of precipitation20

frequency required to fulfill Eq. (1) (see Sect. 2.1) did not amount to more than 2 %.
The median climate change signals (2045–2074 vs. 1980–2009) from the multi-

model projections showed significantly increasing mean temperatures in all seasons
and domains, with the most pronounced signal in CHS (Table 1). Mean precipitation
significantly decreased only in the summer season, consistent with the large-scale Eu-25

ropean precipitation response over Central Europe (see Fischer et al., 2011). Further
analysis of the additional precipitation parameters revealed that this projected summer
decrease in future mean precipitation was connected with a significant decrease in
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precipitation frequency in all domains, while precipitation intensity did not show a sig-
nificant change in this season. Also, summer dry-to-wet transition probability was pro-
jected to significantly decrease in all domains, which was connected with an increase
in the length of the dry spells in this season (not shown). For spring, no significant
changes in mean precipitation and frequency were projected for the CHNE and CHW5

domains. The overall indifference of mean precipitation seemed to be composed of
contrasting tendencies in intensity and frequency in these domains.

3.3 Pest scenarios

3.3.1 Codling moth

The scenarios for the codling moth showed a shift of almost two weeks toward an ear-10

lier flight start under future climate conditions (considering the median climate change
signal, Fig. 4). The applied statistical tests (Wilcoxon-Mann-Whitney and Kolmogorov-
Smirnov) confirmed the difference of the tested distributions at high probabilities (see
inlets in Fig. 4). An indication for such a shift could be documented in yearly in situ
observations of first flight activity at the Magadino site from 1972–2010. On average,15

the first flights advanced three days per decade (unpublished data).
Figure 5 displays the occurrence of important codling moth life phases from synthetic

weather representing 100 yr in present and future climate, respectively (for the stations
Wädenswil and Magadino), using the median climate change signal of the multi-model
projections (see Sect. 2.1). A shift toward earlier occurrence was observed for all20

phases, ranging from two weeks for the flight start in spring (see also Fig.4) to over
three weeks for the later life phases. Connected with this, the sequence of the phases
was accelerated under future climate conditions, as indicated by the increased slope
of the red vs. the blue boxes.

The numbers on the right of the panels of Fig. 5 denote the percentage of years25

when the respective phase was reached in today’s and future climate. This can be
interpreted as the potential risk of reaching a respective phase based on the climatic
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conditions. While the potential for a 3rd generation was almost zero in today’s climate
in Wädenswil (only 1 % potential risk for damage-causing larvae of the 3rd generation,
see phase “Start larvae hatch gen3” in Fig. 5), the potential risk increased to 87 % in
the future for the median climate change signal. For the station Magadino, the poten-
tial for 3rd generation larvae already existed in today’s climate (98 % potential risk).5

Considering the uncertainty range of the projections (as represented by the three com-
binations of temperature and precipitation change signals mentioned in Sect. 2.1), the
shifts in the occurrence of the life phases are displayed in Supplement Fig. 2, and the
resulting increases in the potential risk for 3rd generation larvae are listed in Table 2
for all stations. This potential risk increased from 1 % today to 26–100 % for Wädenswil10

(Table 2). Most stations in northern Switzerland had a low potential risk for a 3rd gen-
eration in today’s climate. In the future, this was projected to increase up to 100 %
(except for the higher altitude station St. Gallen).

In order to assure the consistency between the SOPRA system and the indicative
temperature sums (see Sect. 2.3.1), their outputs for present and future climate were15

inter-compared (see Supplement Fig. 3). This comparison revealed a good agreement
in the dates of occurrence of the different life phases (both in terms of mean occurrence
and inter-annual variability), as well as in the displayed percentage of years of reaching
the respective life phases (and thus the potential risk for these life phases).

To investigate the sensitivity of the codling moth with respect to temperature and20

precipitation changes over a wider range, impact response surfaces (e.g., Morse et al.,
2009) of the potential risk for 3rd generation larvae were constructed and compared
with the uncertainty range of the model-projected climate change (Fig. 6). The re-
sponse surfaces are based on 300 30-yr simulations generated by adjusting the sea-
sonal median change signals of mean temperature and precipitation. This enabled25

detection of non-linearity in the response of the pest model to climate change, and
determination of robustness of the individual climate model responses with respect to
the impact. As expected, there was an increase of the potential risk with increasing
temperatures, but no response (except for some random variability from the applied
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stochastic WG) to changes in precipitation as the development of the codling moth is
primarily dependent on temperature. The increase in the potential risk with tempera-
ture was not linear, but slower at the two ends of the value range. If the significance
of the potential risk is judged relative to a threshold (i.e., some level of risk considered
as unacceptable by the farmer), then the risk of this threshold being exceeded can be5

estimated as the proportion of the climate models’ uncertainty range being situated in
the exceedance zone. For Wädenswil, about one third of the climate models’ uncer-
tainty range in temperature reached ≥95 % potential risk for 3rd generation larvae. For
the station Changins, this proportion was even larger and the majority of the models’
uncertainty range was within the ≥95 % potential risk area.10

However, also factors other than temperature influence the development of the
codling moth. In particular, the start of the hibernation (and thus the absence of later
life phases) is induced by a day-length signal that the larvae perceive (photoperiodic
diapause induction). In today’s climate, this signal occurs roughly around end of July
at 47◦ N (DOY 206, corresponding to a critical photoperiod of 16 h; Riedl, 1983). How-15

ever it is expected to shift to later dates (i.e., shorter day length) with the adaptation
of the codling moth to warmer climate. Already with recent climate change, a decline
in the critical photoperiod was observed for various species (e.g., for the pitcher plant
mosquito; Bradshaw and Holzapfel, 2001). The scenarios presented so far ignored the
photoperiodic diapause induction, thus we used the term “potential risk” to refer to the20

maximum risk based on the projected temperature increase. To what extent this risk
will be reached in the future depends on the actual adaptation of the codling moth as
expressed by the shift of the day-length signal. Sensitivity simulations with SOPRA
including the effect of photoperiodic diapause induction showed that a shift of today’s
day-length signal (DOY 206) up to 40 days (until beginning of September, DOY 246) will25

lead to an increasing exploitation of the potential risk for 3rd generation larvae (referred
to as actual risk, Fig. 7). It became evident that the actual risk of a 3rd generation in
a future climate will critically depend on the pace of such an adaptation. However, the
probable amount of such a shift is difficult to assess and subject to current research.

510



D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

Nevertheless, our results provided first conclusions irrespective of assumptions on this
important factor. In southern Switzerland (station Magadino), today’s exception of a
3rd generation (when including the effect of diapause induction) was projected to be-
come the rule in the future, whereas three generations seemed unlikely without a shift
of the day-length signal in locations like St. Gallen or Wädenswil, and rare in Basel.5

A shift of 10 (20) days was needed to increase the actual 3rd generation larvae risk
to approx. 20 % in Basel (Wädenswil) in case of a median climate change, while the
increase was only marginal at the elevated site St. Gallen even with a large shortening
of the critical photoperiod.

3.3.2 Fire blight10

In the case of fire blight disease, the median climate change signals for temperature
and the precipitation parameters frequency, intensity and dry-to-wet transition proba-
bility led to no significant difference between present and future number of infection
days for Wädenswil (Fig. 8). This was also the case for the other stations in northern
Switzerland. The only station showing a slight but significant (5 % significance level)15

change in the distribution of infection days per year was Magadino in southern Switzer-
land (confirmed by the non-parametric Wilcoxon-Mann-Whitney test, as well as the
Binomial test for annual infection occurrence).

The projected signal in spring precipitation frequency for northern Switzerland was
weak to slightly negative (Table 1) and thus not expected to strongly contribute to20

enhanced infections. In addition, although the cumulative degree-hours (cDH, see
Sect. 2.3.2) increased with increasing temperature, the blooming period at the same
time shifted to earlier dates, which compensated the temperature effect on the cDH
(Supplement Fig. 4). This did not seem to be the case for Magadino. There, pre-
cipitation frequency showed a significant decrease in spring, and thus the projected25

enhancement of infection days must be induced by the temperature increase.
Note that the projected shift in the blooming period simply reflects the temperature

increase. Other factors such as photoperiodicity or a prolongation of the chilling period
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due to higher winter temperatures (e.g., Morin et al., 2009) might reduce this shift in
the blooming period, which would in term allow for a stronger effect of the tempera-
ture increase on the cDH. However, such processes were not included in the simple
temperature-sum based blooming model used here. Furthermore, the blooming model
was calibrated for “Golden Delicious” and the results thus might be different for other5

apple cultivars with divergent blooming periods. Another source of uncertainty in these
results is the applied simple relative humidity-based threshold model for leaf wetness.
However, as for the indirect validation, sensitivity tests with relative humidity thresholds
ranging from 71 % to 87 % showed that the threshold had only minor influence on the
resulting changes in infection days, i.e., the (non-)significance of changes thereof with10

climate change was a robust feature. This also justifies our conservative assumption
of not including a climate change signal for relative humidity (see Sect. 2.1).

4 Summary and conclusions

We analyzed the effect of climate change on the agricultural pest codling moth and
disease fire blight in Switzerland. The analysis was based on multi-model regional cli-15

mate projections from the ENSEMBLES project, a subsequent downscaling procedure
to derive hourly weather series and the modeling of the pest and disease evolution
with two models operationally used for decision support. The downscaling procedure
consisted of the stochastic WG M&Rfi (Dubrovsky et al., 2004) to obtain daily weather
series, and a subsequent k-nearest neighbor re-sampling for the derivation of hourly20

weather series.
The results for codling moth indicated a shift in the occurrence and duration of life

phases relevant for pest control under future climate conditions. In southern Switzer-
land (station Magadino), today’s exception of a 3rd generation was projected to become
the rule in the 2045–2074 time period. While the potential risk for a 3rd generation was25

also significantly increasing in northern Switzerland (for most stations from roughly 1 %
on average today to over 60 % in 2045–2074 for the median climate change signal of
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the multi-model projections), the actual risk will critically depend on the pace of the
adaptation of the codling moth with respect to the critical photoperiod. A shift of 10
and 20 days in the corresponding day-length signal was needed to increase the ac-
tual risk for hatching 3rd generation larvae to approx. 20 % in Basel and Wädenswil,
respectively. To control this additional generation, higher and prolonged control efforts5

will be necessary, implying repeated treatments. This increases the risk for emerging
insecticide resistances (e.g., Asser-Kaiser et al., 2007; Reyes et al., 2007; Kutinkova
et al., 2010) and would require large efforts in order to assure sustainability of codling
moth control in the future (Samietz et al., 2011; Stoeckli et al., 2011).

For the bacterial disease fire blight, no significant change in the number of yearly10

infection days could be detected in northern Switzerland, based on the median climate
change signals of temperature, precipitation frequency and intensity, and the transition
probability from dry to wet days. The reasons for this insensitivity of fire blight to climate
change were a shift of the blooming period to earlier dates, which compensated for the
temperature increase, and the only weak climate change signal in spring precipitation.15

Only the station Magadino in southern Switzerland showed a significant change in
the distribution of yearly infection days. The results for fire blight are associated with
a relatively high degree of uncertainty due to the applied simple temperature-based
blooming model and the simple leaf wetness calculation.

Our current analyses are primarily based on changes in climate conditions between20

present and future climate (except for the additional inclusion of the day-length signal
shift), and depend on the validity of the described impact models. Factors as the
genetic adaptation of the pests to future climate conditions or the influence of fixed
or non-fixed photoperiodic signals might relativize or strengthen the impact of climate
change on the specific pest or disease, and are subject to current and future research25

in the biological field.
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Supplementary material related to this article is available online at:
http://www.earth-syst-dynam-discuss.net/2/493/2011/
esdd-2-493-2011-supplement.pdf.
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Table 1. Median climate change signals (2045–2074 vs. 1980–2009) of mean temperature
(∆Tmean) and mean precipitation (∆Prmean) as presented in Fischer et al. (2011), as well as of
precipitation intensity (∆Pint), frequency (∆Pfreq), and dry-to-wet transition probability (∆P 01) for
the three Swiss domains (Fig. 1) and four seasons. Figures in bold denote significant signals
with respect to the distribution of the multi-model climate change scenarios (5 % significance
level).

∆Tmean ∆Pmean ∆Pint ∆Pfreq ∆P 01
◦C % % % %

Northeastern Switzerland (CHNE)
DJF 2.3 0 3 −2.9 −2
MAM 2 3.4 5.1 −1.6 −3
JJA 2.6 −10.4 2 −12.2 −17
SON 2.2 0.9 7 −5.7 −3

Western Switzerland (CHW)
DJF 2.3 1.4 4.9 −3.3 −2
MAM 2 −1.1 4 −4.9 −4
JJA 2.7 −17.2 −3 −14.6 −19
SON 2.2 −2.4 5 −7 −8

Southern Switzerland (CHS)
DJF 2.4 9.7 5 4.5 5
MAM 2.3 −6.6 −0.6 −6 −3
JJA 2.9 −13.2 −2.5 −11 −13
SON 2.3 −3.8 2.4 −6.1 −5
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Table 2. Potential risk for 3rd generation larvae (in %) of codling moth at the various stations for
today’s climate and for the three considered combinations of temperature (T ) and precipitation
(P ) change signals described in Sect. 2.1. Station name abbreviations are given in brackets
(see Fig. 1 for their locations).

Station today low T (high P ) med T (med P ) high T (low P ) signals

Bern (BER) 0 20 74 97
Basel (BAS) 6 78 99 100
Buchs (BUS) 0 43 92 100
Chur (CHU) 2 65 98 100
Güttingen (GUT) 0 13 66 99
St. Gallen (STG) 0 1 10 60
Wädenswil (WAE) 1 26 87 100
Changins (CGI) 3 88 100 100
Sion (SIO) 18 98 100 100
Magadino (MAG) 98 100 100 100
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Fig. 1. Locations of the ten considered meteorological stations (gray dots, for the station names’
abbreviations, see Table 2), as well as RCM grid points (black symbols) used to define the three
domains for the aggregated climate change signals (see Sect. 2.1): northeastern (N, CHNE),
western (>, CHW) and southern (•, CHS) Switzerland. Both are mapped onto a topography at
roughly the RCMs’ spatial resolution. Note that CHNE combined with CHW is referred to as
northern Switzerland in the text. Figure adapted from Fischer et al. (2011).
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Fig. 2. Seasonal (top row) and daily (bottom row) cycles of mean temperature (TAVG), precipi-
tation (PREC) and global solar radiation (SRAD) for the station Wädenswil. Synthetic data are
displayed in red, observed data in black. Daily cycles are shown for spring and summer in case
of temperature and precipitation, and for spring in case of solar radiation (as only the codling
moth flight start in spring is influenced by solar radiation). For temperature and radiation, re-
sults are presented separately for dry and wet days. Data base is 29 yr of in situ observations
(1981–2009) and 100 yr of synthetic weather.
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Fig. 3. (Top row) In situ observations of first flight activity of codling moth in spring (left), as
well as modeled flight start based on observed weather (middle) and based on present-day
synthetic weather (right, station Wädenswil). The vertical red lines display the medians of
the distributions. (Bottom row) Modeled number of fire blight infection days per year based
on observed weather (middle) and based on present-day synthetic weather (right). In the right
panels, the p-values for the Wilcoxon-Mann-Whitney (WMW) and the Kolmogorov-Smirnov (KS)
tests are displayed for the difference between the distributions from synthetic weather and
from observed weather (respectively, from in situ observations in brackets, if available). For
fire blight, also the p-values of the Binomial test applied on the annual occurrence and non-
occurrence of infections is shown.
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Fig. 4. As Fig. 3 (top row), but for the flight start in spring from synthetic weather for present
(“ctrl”, top) and future (“scen”, bottom) climate at the stations Wädenswil (left) and Maga-
dino (right). In the bottom panels, the p-values for the Wilcoxon-Mann-Whitney (WMW) and
the Kolmogorov-Smirnov (KS) tests are displayed for the difference between flight start from
present-day and future synthetic weather.
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Fig. 5. Occurrences of important codling moth life phases for present (“ctrl”, blue) and future
(“scen”, red, median signal of the multi-model projections) climate at the stations Wädenswil
(left) and Magadino (right). The y-axes display the life phases for three generations (denoted
“gen1–3”) over one year (see Sect. 2.3.1), starting with the flight start in spring (corresponding
to Fig. 4, but separately for male and female adults). The boxplots were derived from synthetic
weather data representing 100 yr in the present and future climate. The numbers on the right
of the panels denote the percentage of years when the respective phase was reached based
on the respective climate. The underlined phase “Start larvae hatch gen3” was used for the
assessment of the potential risk of a 3rd codling moth generation.
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Fig. 6. Impact response surfaces of the potential risk for 3rd generation larvae at the sta-
tions Wädenswil (left) and Changins (right). The blue dot marks the potential risk in today’s
climate and the red dots refer to the three considered future combinations of temperature and
precipitation changes (see Sect. 2.1). The crosses mark the raw model projections averaged
according to the driving GCM. The red lines along the x- and y-axes display the posterior un-
certainty ranges of the model-projected changes in annual temperature and precipitation. The
posterior distributions of these climate change signals were determined through application of
the Bayesian multi-model combination algorithm independently to temperature and precipita-
tion (Fischer et al., 2011). However, previous analyses of GCM/RCM outputs (e.g., Schär et al.,
2004; Vidale et al., 2007) have shown that for the Alpine region, changes in temperature and
precipitation tend to be negatively correlated, at least during the summer season, a tendency
also found here with respect to the distribution of temperature and precipitation changes for the
GCM-averaged model chains.
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Fig. 7. Sensitivity of the 3rd generation larvae risk on the shift of the day-length signal for
diapause induction in today’s (“ctrl”) and future climate (i.e., the three considered combinations
of temperature and precipitation change signals, see Sect. 2.1). The actual risks for today’s
day-length signal (DOY 206) and for shifts of this signal up to 40 days (DOY 246) are shown.
As a reference, also the potential risk for no diapause induction (representing the potential risk
as derived from the indicative temperature sums, Table 2) is displayed.
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Fig. 8. As Fig. 3 (bottom row), but for the number of fire blight infection days per year from
synthetic weather for present (“ctrl”) and future (“scen”) at the stations Wädenswil (left) and
Magadino (right).
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